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Abstract: We consider a second-order nonlinear wave equation with a linear convolution term. When the convolution
operator is taken as the identity operator, our equation reduces to the classical elasticity equation which can be written
as a p -system of first-order differential equations. We first establish the local well-posedness of the Cauchy problem. We
then investigate the behavior of solutions to the Cauchy problem in the limit as the kernel function of the convolution
integral approaches to the Dirac delta function, that is, in the vanishing dispersion limit. We consider two different types
of the vanishing dispersion limit behaviors for the convolution operator depending on the form of the kernel function.
In both cases, we show that the solutions converge strongly to the corresponding solutions of the classical elasticity
equation.

Key words: Nonlinear elasticity, long wave limit, vanishing dispersion limit, nonlocal

1. Introduction
Assuming that u = u(x, t) is a real-valued function and g is a sufficiently smooth nonlinear function satisfying
g(0) = g′(0) = 0 , we consider the nonlocal nonlinear equation

utt = Buxx + g(u)xx, (1.1)

where B is the convolution operator in the x -variable with the kernel (measure) µ :

(Bu)(x) = (µ ∗ u)(x) =
∫
R
u(x− y) dµ(y).

Throughout the manuscript we assume that µ is an even finite Borel measure on R . Being even implies that
the Fourier transform µ̂(ξ) of the measue µ(x) is real. We further assume that, for some constants c1 , c2 ,

0 < c1 ≤ µ̂(ξ) ≤ c2. (1.2)

We note that the right-hand side of the inequality above is trivial with c2 = |µ|(R) . This condition implies that
the operator B is a positive bounded operator on the Sobolev space Hs(R) for any s .

If the operator B is taken to be the identity operator I (that is, if the kernel is the Dirac delta measure
δ ), (1.1) reduces to the classical elasticity equation

utt = uxx + g(u)xx (1.3)
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written in dimensionless variables. Equation (1.3) is hyperbolic whenever g′(u) > −1 . It models the nondisper-
sive propagation of longitudinal waves in an elastic bar of infinite length, where u denotes the strain defined by
u = wx where w(x, t) represents axial displacement at position x and time t . On the other hand, the linear
dispersion relation ξ 7→ ω2(ξ) = ξ2µ̂(ξ) of (1.1) shows the dispersive nature of the solutions. Therefore, the
convolution operator B is responsible for dispersion of wave solutions to (1.1).

It is worth mentioning that the class (1.1) of nonlocal nonlinear wave equations covers various models of
dispersive wave propagation. A typical example for the measure µ is µ = δ + β where δ is the Dirac measure
and β is an even L1(R) function such that 0 < c1 ≤ 1 + β̂(ξ) for some c1 . In this case (1.1) takes the form

utt = uxx + β ∗ uxx + g(u)xx (1.4)

with the usual convolution operator

(β ∗ u)(x) =
∫
R
β(x− y)u(y) dy.

We also note that the class (1.1) is closely related to the nonlinearly regularized wave equation

utt = β ∗
(
uxx + g(u)xx

)
(1.5)

considered in [3, 5] in which the convolution operator acts on both the linear and nonlinear terms. We stress
that the members of the linearly and nonlinearly regularized classes of nonlinear wave equations are totally
different from each other. For instance, if the kernel function β in (1.4) is taken as the exponential kernel
β(x) = 1

2e
−|x| in which B = I + (1−D2

x)
−1 , (1.1) reduces to

utt − 2uxx − uxxtt + uxxxx = g(u)xx − g(u)xxxx. (1.6)

However, if we take the same exponential kernel in the nonlinearly regularized class (1.5) considered in [3, 5],
we get the improved Boussinesq equation utt − uxx − uxxtt = g(u)xx . To get an another member of the class

(1.4), we now consider the triangular kernel defined by β(x) = 1
h

(
1 − |x|

h

)
for |x| ≤ h and β(x) = 0 for

|x| > h where h is a positive constant. If the kernel β is taken as the triangular kernel, (1.4) reduces to the
differential-difference equation

utt = uxx +∆hu+ g(u)xx, (1.7)

where ∆h is the second-order central difference operator defined by (∆hu)(x) =
(
u(x+h)−2u(x)+u(x−h)

)
/h2 .

However, if β in the nonlinearly regularized wave equation (1.5) is taken as the triangular kernel, we get the
differential-difference equation utt = ∆h(u+g(u)) in [3, 5]. When this last equation is written in terms of w(x, t)
defined by u(x, t) =

(
w(x+ h, t)−w(x, t)

)
/h , it becomes the famous Fermi-Pasta-Ulam-Tsingou equation that

describes longitudinal vibrations of an infinite chain of identical particles [6]. We refer the reader to section 7
of [5] for more details.

In the present work we are concerned with two issues; the local well-posedness of (1.1) and the convergence
of the solutions of (1.1) to the solutions of (1.3) as B approaches the identity operator I . The second issue is
about the vanishing dispersion (vanishing nonlocality) limit of strong solutions to the Cauchy problem for (1.1).
This issue is inspired by the convergence result in [5] where the convergence from a class of nonlinearly regularized
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wave equations to the classical elasticity equation was established. We extend here the approach developed in
[5] to the linearly regularized wave equation (1.1). For this aim we first parameterize (1.1) by replacing the
operator B by the family of convolution operators Bε . We then consider two slightly different approaches for
the vanishing dispersion limit. In the first approach the operators are given by Bε = (δ + εβ)∗ with a small
parameter ε , a fixed L1 function β and the Dirac measure δ . Obviously, as ε → 0 , Bε converges to the identity
operator I and we get (1.3). In the second approach the operators are Bε = µε∗ with µε(x) =

1√
ε
µ( x√

ε
) . When∫

R µ dx = 1 , Bε converges to I as ε → 0 and we get again (1.3). We note that in the second approach we can
get the parameterized form of (1.1) using the transformation (x, t, u) → (x/

√
ε, t/

√
ε, u) in (1.1). Therefore,

the second approach corresponds to the long-wave limit of (1.1). In both approaches we show that the difference
between the corresponding solutions of (1.1) and (1.3) with the same initial data remains small if the dispersive
effect is sufficiently small.

The plan of this paper is as follows. In Section 2 we prove the local well-posedness of the Cauchy problem
for the linear system associated with (1.1). In Section 3 we establish the local well-posedness of the Cauchy
problem for (1.1). In Section 4 we show that, in the vanishing dispersion limit, solutions of the Cauchy problem
for (1.1) converge to the corresponding solution of (1.3).

Throughout this paper we will follow the standard notation for function spaces and norms. The Fourier
transform û of u is defined by û(ξ) =

∫
R u(x)e−iξxdx . The norm of u in the Lebesgue space Lp(R) (1 ≤ p ≤ ∞)

is represented by ‖ · ‖Lp . The notation Hs = Hs(R) (for s ∈ R) is used to denote the L2 -based Sobolev space

of order s on R , with the norm ‖u‖Hs =
( ∫

R(1 + ξ2)s|û(ξ)|2dξ
)1/2 . C is a generic positive constant. Partial

differentiations are denoted by Dx , etc. For convenience we also introduce the notations Xs and Y s to refer
the spaces defined by

Xs = C
(
[0, T ],Hs

)
, Y s = C

(
[0, T ],Hs

)
∩ C1

(
[0, T ],Hs−1

)
, (1.8)

for fixed T > 0 . The associated norms of Xs and Y s are given by

‖u‖Xs = sup
0≤t≤T

‖u(t)‖Hs , ‖u‖Y s = sup
0≤t≤T

‖u(t)‖Hs + sup
0≤t≤T

‖ut(t)‖Hs−1 , (1.9)

respectively. Finally, the notations Λs = (1 −D2
x)

s/2 and [Λs, f ]g = Λs(fg) − fΛsg are used throughout the
remainder of this study.

2. Local well-posedness for the linear system
To prove our estimates below and in the next sections, we will need the following commutator estimates given
in [7] and, for more general operators σ(Dx) , in [8], respectively:

Lemma 2.1 Let s ≥ 0 . Then for all f, g satisfying f ∈ Hs , Dxf ∈ L∞ , g ∈ Hs−1 ∩ L∞ ,∥∥[Λs, f ]g
∥∥
L2 ≤ C

(
‖Dxf‖L∞‖g‖Hs−1 + ‖f‖Hs‖g‖L∞

)
.

In particular, when s > 3/2 , due to the Sobolev embeddings Hs−1 ⊂ L∞ , for all f, g ∈ Hs

∥∥[Λs, f ]Dxg
∥∥
L2 ≤ C ‖f‖Hs ‖g‖Hs .
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Lemma 2.2 Let t0 > 1/2 , r ≥ 0 and σ ∈ Sr . If 0 ≤ r ≤ t0 + 1 and f ∈ Ht0+1 , then for all g ∈ Hr−1 , one
has ∥∥[σ(Dx), f ]g

∥∥
L2 ≤ C ‖fx‖Ht0 ‖g‖Hr−1 . (2.1)

The Cauchy problem

ut = vx, u(x, 0) = u0(x), (2.2)

vt = Bux + g′(u)ux, v(x, 0) = v0(x) (2.3)

is equivalent to the Cauchy problem defined by (1.1) and the initial data u(x, 0) = u0(x) , ut(x, 0) = (v0(x))x .
We note that if B is taken as the identity operator, (2.2)-(2.3) reduces to the Cauchy problem for the well-known
p -system: ut = vx , vt = ux + (g(u))x . The p -system appears in a number of physical applications, such as to
describe the one-dimensional motion of elastic solids or the isentropic gas dynamics in Lagrangian coordinates
(for more on the p -system see, for instance, [9, 11]).

We now consider the linear problem

ut = vx, u(x, 0) = u0(x), (2.4)

vt = Bux + wux, v(x, 0) = v0(x), (2.5)

where w = w(x, t) is a given fixed function satisfying the following condition

0 < d1 ≤ c1 + w(x, t) ≤ d2 for all (x, t) ∈ R× [0, T ] (2.6)

for some constants d1 , d2 and fixed T > 0 and the lower bound c1 for µ̂ given in (1.2). Note that the above
inequality for w is satisfied whenever ‖w(t)‖L∞ is small enough. Alternatively, another possibility is the case
where w is bounded and nonnegative. We also note that the hyperbolicity of the linearized system (2.4)-(2.5)
is guaranteed by the conditions (1.2) and (2.6). For the linearized system (2.4)-(2.5) we define the Hs ”energy”
functional

E2
s (t) =

1

2

∫
R

((
B1/2Λsu(x, t)

)2
+
(
Λsv(x, t)

)2
+ w(x, t)

(
Λsu(x, t)

)2)
dx. (2.7)

By (2.6), E2
s (t) will be equivalent to the norm ‖u(t)‖2Hs +‖v(t)‖2Hs . We now prove the existence of the solution

to (2.4)-(2.5) for both a fixed w ∈ Y s satisfying (2.6) and initial values u0, v0 ∈ Hs . For the existence proof
of the linearized system, we follow Taylor’s hyperbolic approach [10]. In that respect we consider Friederichs
mollifier Jh given by

Jhφ(x) =
1

h

∫
R
η
(x− y

h

)
φ(y) dy

with some nonnegative η ∈ C∞
0 (R) and

∫
R η(x)dx = 1 . The following estimate [4]∥∥Jh1φ− Jh2φ

∥∥
Hs−1 ≤ C |h1 − h2| ‖φ‖Hs (2.8)

will be used throughout the rest of the study. The mollified system is then

ut = Jhvx, u(x, 0) = u0(x), (2.9)

vt = BJhux + wJhux, v(x, 0) = v0(x). (2.10)

Being an Hs ×Hs -valued linear ODE system, (2.9)-(2.10) has unique solution uh, vh ∈ Xs .
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Lemma 2.3 Let s > 3/2 , u0, v0 ∈ Hs and w ∈ Y s . Suppose that (uh, vh) satisfy (2.9)-(2.10) on [0, T ] . Then
the energy E2

s = E2
s (uh, vh) satisfies the estimate

E2
s (t) ≤ E2

s (0) e
Ct∥w∥Y s (2.11)

for t ∈ [0, T ] .

Proof Suppressing both h and t ;

d

dt
E2
s (t) =

∫
R

((
B1/2Λsu

)(
B1/2Λsut

)
+

1

2
wt

(
Λsu

)2
+ w

(
Λsu

)(
Λsut

)
+
(
Λsv

)(
Λsvt

))
dx

=
1

2

∫
R
wt

(
Λsu

)2
dx+

∫
R

(
B1/2Λsu

)(
B1/2ΛsJhvx

)
dx+

∫
R

(
Λsv

)(
ΛsBJhux

)
dx

+

∫
R
w
(
Λsu

)(
ΛsJhvx

)
dx+

∫
R

(
Λsv

)(
Λs(wJhux)

)
dx, (2.12)

where we have used (2.9) and (2.10). Since B1/2 , Λs and Jh are self-adjoint and commute with each other,
we have∫

R

((
B1/2Λsu

)(
B1/2ΛsJhvx

)
+
(
Λsv

)(
ΛsJhBux

))
dx =

∫
R

∂

∂x

(
JhB1/2Λsu

)(
B1/2Λsv

)
dx = 0. (2.13)

If we use integration by parts for the last two integrals in (2.12), it becomes

d

dt
E2
s (t) =

1

2

∫
R
wt

(
Λsu

)2
dx−

∫
R
wx

(
Λsu

)(
ΛsJhv

)
dx+

∫
R

(
Λsv

)(
Λs

(
wJhux

)
− Jh

(
wΛsux

))
dx, (2.14)

where we have used (2.13). Regarding the first two integrals on the right-hand side of (2.14) we have the
following two inequalities respectively:∫

R
wt

(
Λsu

)2
dx ≤ ‖wt‖L∞ ‖u‖Hs , (2.15)∫

R
wx

(
Λsu

)(
ΛsJhv

)
dx ≤ ‖wx‖L∞ ‖u‖Hs ‖v‖Hs . (2.16)

To get a similar estimate for the last integral in (2.14) we make use of the commutator estimates in Lemmas
2.1 and 2.2. Using [Λs, f ]g = Λs(fg)− fΛsg , a part of the integrand in the last integral can be written as

Λs
(
wJhux

)
− Jh

(
wΛsux

)
= [Λs, w]Jhux − [Jh, w]Λsux. (2.17)

Regarding the first term on the right-hand side of (2.17), by Lemma 2.1 we have

∥∥[Λs, w]Jhux

∥∥
L2 ≤ C

(
‖wx‖L∞ ‖Jhux‖Hs−1 + ‖w‖Hs ‖Jhux‖L∞

)
or, when s > 3/2 , ∥∥[Λs, w]Jhux

∥∥
L2 ≤ C ‖w‖Hs ‖u‖Hs . (2.18)
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Now, regarding the second term on the right-hand side of (2.17) we will use the estimate (2.1) with r = 0 .
From (2.1) we have

∥∥[Jh, w]Λsux

∥∥
L2 ≤ C ‖wx‖Ht0 ‖Λsux‖H−1 ≤ C ‖w‖Ht0+1 ‖Λsu‖L2 . (2.19)

If we take s = t0 + 1 > 3/2 , we get

∥∥[Jh, w]Λsux

∥∥
L2 ≤ C ‖w‖Hs ‖u‖Hs . (2.20)

Therefore, using the results obtained in (2.15), (2.16), (2.18) and (2.20), for s > 3/2 we get

d

dt
E2
s ≤ C‖w‖Y sE2

s , (2.21)

from (2.14). Gronwall’s inequality yields the result (2.11). 2

In the remaining parts of this study we require some extensions of Lemma 2.3. For this purpose we now state
the following two remarks regarding the systems associated with (2.9)-(2.10).

Remark 2.4 For the nonhomogeneous system

ut = Jhvx + F1, u(x, 0) = u0(x), (2.22)

vt = BJhux + wJhux + F2, v(x, 0) = v0(x), (2.23)

the estimate (2.21) of Lemma 2.3 becomes

d

dt
E2
s ≤ C‖w‖Y sE2

s + C
(
‖F1‖Hs + ‖F2‖Hs

)
Es (2.24)

with s > 3/2 .

Remark 2.5 The conclusions of Lemma 2.3 and Remark 2.4 also hold when Jh is replaced by the identity
operator I .

We now proceed with the proof of the local well-posedness of (2.4)-(2.5). Since ‖uh(t)‖2Hs + ‖vh(t)‖2Hs ≈
E2
s (t) for solution (uh, vh) of (2.9)-(2.10), Lemma 2.3 shows that uh and vh are bounded in Xs and thus there

is a subsequence (uhk
, vhk

) weakly converging to some ū, v̄ ∈ Xs as hk → 0 . To show the strong convergence
we introduce the differences p = uhk

− uhm and q = vhk
− vhm . Then, from (2.9)-(2.10) we get

pt = Jhkqx + F1, p(x, 0) = 0, (2.25)

qt = BJhkpx + wJhkpx + F2, q(x, 0) = 0, (2.26)

where

F1 = (Jhk − Jhm)(vhm)x (2.27)

F2 = B(Jhk − Jhm)(uhm
)x + w(Jhk − Jhm)(uhm

)x. (2.28)

1008



ERBAY et al./Turk J Math

Note that (2.25)-(2.26) is of the form of the nonhomogeneous system (2.22)-(2.23). If we replace (u, v) in (2.7)
by (p, q) we get the energy Es = Es(p, q) associated with (2.25)-(2.26). By following Remark 2.4, we write the
estimate

d

dt
E2
s ≤ CE2

s + C
(
‖F1‖Hs + ‖F2‖Hs

)
Es, (2.29)

where the term ‖w‖Y s has been incorporated into the constant. By the mollifier estimate (2.8) we have

∥∥(Jhk − Jhm)zx
∥∥
Hs−2 ≤ C |hk − hm| ‖zx‖Hs−1 ≤ C |hk − hm| ‖z‖Hs .

Then, one has ‖Fi‖Hs−2 ≤ C|hk − hm| for i = 1, 2 . Replacing s in (2.29) by s− 2 > 3/2 , we get

d

dt
E2
s−2 ≤ C E2

s−2 + C |hk − hm| Es−2, E2
s−2(0) = 0. (2.30)

Then, Gronwall’s inequality gives Es−2 ≤ C|hk − hm| . Hence uhk
, vhk

are Cauchy in Xs−2 ; and thus they
converge in Xs−2 . By uniqueness of the limit, this limit must be the weak limit ū, v̄ ∈ Xs . Finally it is quite
straightforward to see that ū, v̄ indeed solve the Cauchy problem (2.4)-(2.5). Therefore, we have established
the local well-posedness of solutions to (2.4)-(2.5).

Lemma 2.6 Suppose µ satisfies 0 < c1 ≤ µ̂(ξ) ≤ c2 for some constants c1 and c2 . Let s > 7/2 and
Y s = C

(
[0, T ],Hs

)
∩ C1

(
[0, T ],Hs−1

)
. Let u0, v0 ∈ Hs and w ∈ Y s with 0 < d1 ≤ c1 + w(x, t) for all

(x, t) ∈ R× [0, T ] for some constant d1 . Then there exist unique u, v ∈ Y s satisfying (2.4)-(2.5) on R× [0, T ] .

3. Local well-posedness for the nonlinear system

Once having proved the well-posedness of the linearized system, the next stage is to prove the local well-
posedness of the nonlinear system (2.2)-(2.3). In the proof of the main theorem, we will make use of the
nonlinear estimates (see [1, 2]) in the following lemma:

Lemma 3.1 Let h ∈ C∞(R) with h(0) = 0 . Then, for any s ≥ 0 and u, v ∈ L∞ ∩Hs ,

1. h(u) ∈ Hs with ‖h(u)‖Hs ≤ C1‖u‖Hs where C1 depends on h and ‖u‖L∞ .

2. ‖h(u)− h(v)‖Hs ≤ C2‖u− v‖Hs where C2 depends on h and ‖u‖L∞ , ‖v‖L∞ , ‖u‖Hs , and ‖v‖Hs .

The main result of this section is as follows:

Theorem 3.2 Suppose µ satisfies 0 < c1 ≤ µ̂(ξ) ≤ c2 for some constants c1 and c2 . Let s > 7/2 and
u0, v0 ∈ Hs be sufficiently small. Then there exists some T > 0 so that the nonlinear system (2.2)-(2.3) is
locally well-posed with solution u, v ∈ Y s = C

(
[0, T ],Hs

)
∩ C1

(
[0, T ],Hs−1

)
.

Proof The proof is done via Picard’s iterations. We employ the energy estimate in Lemma 2.3 taking Jh = I

and w = g′(u) in (2.9)-(2.10). Due to (2.6) we ask the initial value u(x, 0) = u0(x) to satisfy

0 < d1 ≤ c1 + g′(u0(x))
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for all x ∈ R . Since g′(0) = 0, we have 0 < c1 ≤ 1+ g′(z) for sufficiently small |z| . By the Sobolev embedding
theorem, there is some γ so that 0 < d1 ≤ c1 + g′(z(x, t)) whenever ‖z(t)‖Hs ≤ γ .

We assume that ‖u0‖Hs + ‖v0‖Hs ≤ γ
2 . Consequently w0 = g′(u0) satisfies (2.6). We now consider the

iterates (un+1, vn+1) solving the following linear system

un+1
t = vn+1

x , un+1(x, 0) = u0(x),

vn+1
t = Bun+1

x + wnu
n+1
x , vn+1(x, 0) = v0(x)

with (u0, v0) = (u0, v0) and wn = g′(un) . By the energy estimate (2.11) of Lemma 2.3, we have

‖u1(t)‖Hs + ‖v1(t)‖Hs ≤
(
‖u0‖Hs + ‖v0‖Hs

)
eCt ≤ γ

2
eCt ≤ γ

for t ≤ T0 = log 2
C with C = C

(
‖g′(u0)‖Hs

)
≤ C(γ) . For all (un, vn) a similar estimate holds. Thus wn satisfies

(2.6) for all x and t ≤ T0 = log 2
C . We now estimate the differences (pn+1, qn+1) = (un+1 − un, vn+1 − vn) .

They satisfy the following system

pn+1
t = qn+1

x , pn+1(x, 0) = 0, (3.1)

qn+1
t = Bpn+1

x + g′(un)pn+1
x +

(
g′(un)− g′(un−1)

)
un
x , qn+1(x, 0) = 0. (3.2)

Using the nonhomogeneous energy estimate (2.24) of Remark 2.4 with F1 = 0 , F2 =
(
g′(un) − g′(un−1)

)
un
x ,

Es = Es(p, q) and Es(0) = 0 , we obtain

Es(t) ≤ C ‖F2‖Xs

(
eCt − 1

)
(3.3)

for t ∈ [0, T ] . Replacing s by s− 1 and using the definitions for Es−1 and F2 we obtain

‖pn+1(t)‖Hs−1 + ‖qn+1(t)‖Hs−1 ≤ C
∥∥∥(g′(un(t))− g′(un−1(t))

)
un
x(t)

∥∥∥
Hs−1

(eCt − 1)

≤ C
∥∥un(t)− un−1(t)

∥∥
Hs−1

∥∥un
x(t)

∥∥
Hs−1 (eCt − 1)

≤ C
∥∥pn(t)∥∥

Hs−1 (eCt − 1),

where we have also used Lemma 3.1. Choosing T < T0 now so that eCT − 1 ≤ 1
2C we see that for t ≤ T ,

‖pn+1(t)‖Hs−1 + ‖qn+1(t)‖Hs−1 ≤ 1

2

(
‖pn(t)‖Hs−1 + ‖qn(t)‖Hs−1

)
≤ · · · ≤ C

2n
.

This shows that (un, vn) forms a Cauchy sequence in Hs−1 and the limit (u, v) will be a solution in Hs−1.

Finally, considering the weak limit of (un, vn) in Xs as was done in the proof of Lemma 2.6, we obtain regularity,
namely that u, v ∈ C

(
[0, T ],Hs

)
. 2

4. The vanishing dispersion limit of the nonlocal equation

In this section we will consider a parameterized form of (1.1) in which the operator B is replaced by the family
of convolution operators Bε . We then show that for two different types of the vanishing dispersion limit,
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solutions of the Cauchy problem for the parameterized form of (1.1) converge to the corresponding solution
of the classical elasticity equation (1.3). Before we start working with two different forms of the kernel, it is
important to remember that the energy estimate of Lemma 2.3 requires s > 3/2 while the local well-posedness
result of Theorem 3.2 requires s > 7/2 .

4.1. First type of vanishing dispersion limit

In this case we assume that Bε = (δ + εβ)∗ with a small parameter ε , a fixed L1 function β and the Dirac
measure δ , in which Bεu = u + ε(β ∗ u) . In other words, we consider the nonlocal equation (1.4) and study
convergence of the solutions to the nonlocal equation to the corresponding solution of (1.3) as ε approaches
zero. In terms of the first-order nonlinear systems this means that we are comparing solutions (uε, vε) of the
Cauchy problem

ut = vx, u(x, 0) = u0(x), (4.1)

vt = ε(β ∗ ux) + ux + (g(u))x, v(x, 0) = v0(x) (4.2)

with the solution (u, v) of the p -system (which corresponds to the case ε = 0) for the same initial data. By
the local existence theorem we know that for u0, v0 ∈ Hs sufficiently small and for some T > 0 both nonlinear
systems are locally well-posed with solutions in Y s . Moreover, with a careful examination of the involved
energies, the existence time can be chosen independent of ε ≥ 0 .

Then the differences (p, q) = (uε − u, vε − v) satisfy

pt = qx, p(x, 0) = 0, (4.3)

qt = ε(β ∗ uε
x) + px +

(
g(uε)− g(u)

)
x
, q(x, 0) = 0. (4.4)

We now rearrange the last term in (4.4) as follows:(
g(uε)− g(u)

)
x

= g′(uε)uε
x − g′(u)ux − g′(uε)ux + g′(uε)ux,

= g′(uε)px +
(
g′(uε)− g′(u)

)
ux.

Using this result in (4.4) we get

pt = qx, p(x, 0) = 0, (4.5)

qt = ε(β ∗ px) + px + g′(uε)px + ε(β ∗ ux) +
(
g′(uε)− g′(u)

)
ux, q(x, 0) = 0. (4.6)

This system is of the form (2.22)-(2.23) with Jh = I , Bpx = ε(β ∗ px) + px , w = g′(uε) , F1 = 0 and
F2 = ε(β ∗ ux) +

(
g′(uε)− g′(u)

)
ux . Thus, noting that E2

s (t) ≈ ‖p(t)‖2Hs + ‖q(t)‖2Hs , we get

d

dt
E2
s ≤ C ‖g′(uε)‖Y s E2

s + C ‖F2‖Hs Es (4.7)

from (2.24). On the other hand, we have

‖F2‖Hs−1 ≤ ε‖(β ∗ ux)‖Hs−1 + ‖
(
g′(uε)− g′(u)

)
ux‖Hs−1 (4.8)

≤ εC‖u‖Hs + C‖uε − u‖Hs−1 ‖u‖Hs (4.9)

≤ C
(
ε+ ‖p‖Hs−1

)
≤ C

(
ε+ Es−1

)
. (4.10)
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Replacing s in (4.7) by s− 1 , this in turn yields

d

dt
E2
s−1 ≤ C E2

s−1 + εC Es−1, Es−1(0) = 0,

from which we get Es−1(t) ≤ ε
(
eCt − 1

)
; namely we have the following.

Theorem 4.1 Let s > 7/2 and u0, v0 ∈ Hs be sufficiently small. Suppose 0 < c1 ≤ 1 + εβ̂ ≤ c2 for all
sufficiently small ε and for some constants c1 , c2 . Let (uε, vε) and (u, v) be solutions of the Cauchy problem
(4.1)-(4.2) on [0, T ] corresponding to the cases ε > 0 and ε = 0 , respectively. Then we have the estimate∥∥uε(t)− u(t)

∥∥
Hs−1 +

∥∥vε(t)− v(t)
∥∥
Hs−1 ≤ ε

(
eCt − 1

)
for all t ∈ [0, T ].

4.2. Second type of vanishing dispersion limit

In this case we assume that Bεu = µε ∗ u with µε(x) =
1√
ε
µ( x√

ε
) and a small parameter ε . Here µ is an even

finite Borel measue with
∫
R dµ = 1 . As ε tends to zero, µε converges to the Dirac measure δ . The Fourier

transforms of µε and µ satisfy µ̂ε(ξ) = µ̂(
√
εξ) . We also assume the second moment condition

∫
R x2d|µ| < ∞ ,

so that µ̂ ∈ C2 , µ̂(0) = 1 , µ̂′(0) = 0 and the second derivative µ̂′′ is bounded. The Taylor expansion around
ξ = 0 gives

µ̂(ξ) = 1 +
1

2
µ̂′′(c)ξ2 (4.11)

for some c ∈ R . As µ̂′′ is bounded due to the moment condition; we have
∣∣µ̂(ξ) − 1

∣∣ ≤ Cξ2 with C =

1
2 supc∈R

∣∣µ̂′′(c)
∣∣ . Then from the inequality∣∣µ̂ε(ξ)− 1

∣∣ = ∣∣µ̂(√εξ)− 1
∣∣ ≤ Cεξ2, (4.12)

we get the estimate
‖µε ∗ u− u‖Hs−2 ≤ ε‖u‖Hs .

Notice that Bε converges to I as ε → 0 and we get (1.3). Again, we study convergence of the solutions of the
nonlocal equation utt = µε ∗ uxx + (g(u))xx to the corresponding solution of (1.3) as ε goes to zero. In terms
of the first-order nonlinear systems this means that we are comparing solutions (uε, vε) of the Cauchy problem

ut = vx, u(x, 0) = u0(x), (4.13)

vt = µε ∗ ux + (g(u))x, v(x, 0) = v0(x) (4.14)

with the solution (u, v) of the same Cauchy problem when µε is the Dirac delta function. By the local existence
theorem we know that for u0, v0 ∈ Hs sufficiently small and for some T > 0 both nonlinear systems are locally
well-posed with solutions in Y s . As in the previous subsection, with a careful examination of the involved
energies, the existence time can be chosen independent of ε ≥ 0 .

Then the differences (p, q) = (uε − u, vε − v) satisfy

pt = qx, p(x, 0) = 0,

qt = µε ∗ px + g′(uε)px + (µε ∗ ux − ux) +
(
g′(uε)− g′(u)

)
ux, q(x, 0) = 0.
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The system is of the form (2.22)-(2.23) with Jh = I , Bpx = µε ∗ px , w = g′(uε) , F1 = 0 and F2 =

(µε ∗ ux − ux) +
(
g′(uε)− g′(u)

)
ux . Again, (2.24) reduces to (4.7) but with different F2 . We have the estimate

‖F2‖Hs−3 ≤ ‖µε ∗ ux − ux‖Hs−3 + ‖
(
g′(uε)− g′(u)

)
ux‖Hs−3 (4.15)

≤ εC‖u‖Hs + C‖uε − u‖Hs−3 ‖u‖Hs−2 (4.16)

≤ C
(
ε+ ‖p‖Hs−3

)
≤ C

(
ε+ Es−3

)
. (4.17)

With this result and s− 3 > 3/2 , (2.24) takes the form

d

dt
E2
s−3 ≤ C E2

s−3 + εC Es−3, Es−3(0) = 0,

Therefore, finally we get Es−3(t) ≤ ε
(
eCt − 1

)
; namely we have the following.

Theorem 4.2 Let s > 9/2 and u0, v0 ∈ Hs be sufficiently small. Suppose
∫
R dµ = 1 ,

∫
R x2 d|µ| < ∞

and 0 < c1 ≤ µ̂ ≤ c2 for some constants c1 , c2 . Let (uε, vε) and (u, v) be solutions of the Cauchy problem
(4.13)-(4.14) on [0, T ] corresponding to the cases ε > 0 and µε = δ , respectively. Then we have the estimate∥∥uε(t)− u(t)

∥∥
Hs−3 +

∥∥vε(t)− v(t)
∥∥
Hs−3 ≤ ε

(
eCt − 1

)
for all t ∈ [0, T ].

As an example of the second type of vanishing dispersion limit, we consider the measure µ = 1
5 (δ−1 + 3δ + δ1)

with the Dirac measure δ and its shifts. Explicitly
∫
f dµ = 1

5 (f(−1) + 3f(0) + f(1)) . Then the Fourier
transform of µ is

µ̂(ξ) =
1

5
(e−iξ + 3 + eiξ) =

1

5
(3 + 2 cos ξ) ≥ 1

5

and it satisfies the positivity condition. Moreover
∫
R dµ = µ̂(0) = 1 . Theorem 4.2 says that as ε → 0 , any

solution of the equation

utt(x, t) =
1

5

(
uxx(x+

√
ε, t) + 3uxx(x, t) + uxx(x−

√
ε, t)

)
+ g(u(x, t))xx

approaches the corresponding solution of the classical elasticity equation (1.3).
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