
Received 24 December 2023, accepted 22 January 2024, date of publication 25 January 2024, date of current version 20 February 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3358452

Deep Transformer-Based Asset Price and
Direction Prediction
ABDUL HALUK BATUR GEZICI , (Member, IEEE), AND EMRE SEFER , (Member, IEEE)
Computer Science Department, Özyeğin University, 34794 İstanbul, Turkey

Corresponding author: Emre Sefer (emre.sefer@ozyegin.edu.tr)

ABSTRACT The field of algorithmic trading, driven by deep learning methodologies, has garnered
substantial attention in recent times. Within this domain, transformers, convolutional neural networks, and
patch embedding-based techniques have emerged as popular choices within the computer vision community.
Here, inspired by the latest cutting-edge computer vision methodologies and the existing work showing the
capability of image-like conversion for time-series datasets, we apply more advanced transformer-based
and patch-based approaches for predicting asset prices and directional price movements. The employed
transformer models include Vision Transformer (ViT), Data Efficient Image Transformers (DeiT), and
Swin. We use ConvMixer for a patch embedding-based convolutional neural network architecture without
a transformer. Our tested transformer-based and patch-based methodologies aim to predict asset prices and
directional movements using historical price data by leveraging the inherent image-like properties within the
historical time-series dataset. Before the implementation of attention-based architectures, the historical time
series price dataset is transformed into two-dimensional images. This transformation is facilitated through
the incorporation of various common technical financial indicators, each contributing to the data for a
fixed number of consecutive days. Consequently, a diverse set of two-dimensional images is constructed,
reflecting various dimensions of the dataset. Subsequently, the original images depicting market valleys and
peaks are annotated with labels such as Hold, Buy, or Sell. According to the experiments, trained attention-
based models consistently outperform the baseline convolutional architectures, particularly when applied
to a subset of frequently traded Exchange-Traded Funds (ETFs). This better performance of attention-
based architectures, especially ViT, is evident in terms of both accuracy and other financial evaluation
metrics, particularly during extended testing and holding periods. These findings underscore the potential of
transformer-based approaches to enhance predictive capabilities in asset price and directional forecasting.
Our code and processed datasets are available at https://github.com/seferlab/price_transformer.

INDEX TERMS Asset price prediction, deep learning, attention, vision transformers, convolutional neural
network.

I. INTRODUCTION
The prediction of asset prices, including stocks, through
artificial intelligence systems, has been a subject of study
for nearly three decades. In contemporary financial markets,
the scope of tradeable instruments extends beyond stocks
to include options [1], Exchange-Traded Funds (ETFs) [2],
cryptocurrencies [3], commodities [4], NFTs [5] etc. Cor-
respondingly, the role of artificial intelligence-based trading
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systems has grown in significance and functionality across
diverse global markets [4].
Deep learning methods have recently exhibited superior

performance in various classification and prediction tasks
compared to more traditional machine learning models like
Support Vector Machines (SVMs). Notably, deep learning
excels in image processing tasks such as segmentation
and classification, marking a significant departure from
conventional methodologies [6]. A parallel trend has emerged
in financial prediction and classification tasks, encompassing
asset price and directional prediction. While traditional
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models like Long Short-Term Memory (LSTM), Convo-
lutional Neural Networks (CNN), and Recurrent Neural
Networks (RNN) have been employed, the application
of these techniques in financial prediction lags behind
their prevalence in other artificial intelligence areas such
as computer vision [7], [8], [9] and Natural Language
Processing [10], [11], [12]. Among these techniques, CNNs
have demonstrated notable performance in financial asset
price prediction, even though their primary application has
been in computer vision tasks like image classification [6].
Transformers [13], [14], [15], introduced primarily for

sequence analysis in natural language processing, have
recently surpassed CNNs in multiple vision tasks. Vision
Transformer (ViT) [16], for example, has shown promising
results and surpassed state-of-the-art convolutional neural
networks while requiring significantly less training cost. This
success has led to the development of various advanced
vision transformers for computer vision tasks. Transformers
leverage attention and self-attention mechanisms, facilitating
the establishment of connections within sequences or images.
Self-attention, a mechanism that relates different parts of an
input while computing a representation of the same input,
has proven particularly effective in addressing longer-range
dependencies.

In this study, we evaluate three commonly used vision
transformer-based approaches and a recently proposed patch
embedding-based approach within our algorithmic trading
framework, aiming to predict both asset prices and directional
movements. Among these three transformer techniques, ViT,
a vision transformer-based algorithm relies on attention and
self-attention mechanisms. ViT can be seen as the first
adaptation of the transformer which is proposed for natural
language processing tasks to the vision tasks. ViT combines
those attention mechanisms with patch-based embeddings.
Another transformer, DeiT (Data-Efficient Image Transform-
ers) [17] is similar to ViT except for the distillation mecha-
nism which incorporates the soft and hard predictions from
both the student and teacher sides respectively. More recently
proposed Swin [18] is the last transformer we analyze.
Swin transformer is a hierarchical Vision Transformer that
uses shifted windows to efficiently calculate the attention.
Lastly, we also apply a patch-embedding convolutional neural
network-based approach ConvMixer [19] which combines
multiple convolutional architectures with patch embeddings.
ConvMixer architecture is similar to ViT, except it completely
removes the transformer blocks. So, its performance will be
important in analyzing the importance of transformer blocks.

In our financial prediction problem, patch-embedding
convolutional neural networks and transformers repre-
sent two distinct methodologies employed in transforming
one-dimensional financial time series datasets into two-
dimensional representations akin to images. We transform
our time-series datasets into an image by using 65 different
technical indicators, each with various parameter combina-
tions over a defined period. Some common examples of these

technical indicators are MACD [20], RSI [21], Bollinger
Bands [22], Fibonacci Retractment, etc. Once turned into
a matrix, the resulting 2D representation organizes rows
to cluster indicators with similar patterns, ensuring smooth
transitions along the y-axis, and capturing consecutive
patterns for deep learning techniques in asset price and
direction predictions.

In our experiments, we generate images of varying dimen-
sions through technical indicators, feeding them into Vision
Transformer and patch embedding-based convolutional neu-
ral networks, respectively. The application of algorithmic
trading approaches involving the transformation of time
series datasets into 2D representations is relatively lim-
ited [23]. CNN-TA, proposed in [23], utilizes convolutional
neural networks for understanding, yet as our results indicate,
such networks do not surpass more recent architectures like
transformers or patch embedding-based CNNs. To the best
of our knowledge, the utilization of algorithmic trading by
transforming time series datasets into 2D representations
and subsequently processing them through transformers
or patch embedding-based CNNs, analogous to 2D image
classification tasks, is unprecedented, even in other financial
prediction domains.

Our detailed experiments demonstrate that transformer-
based approaches generally outperform the well-known base-
line methods and similar methods utilizing simpler CNNs
without the transformer architecture across extended periods.
Across both longer and shorter testing periods, transformer-
based architectures are still more accurate than all baselines
and the competing CNN-based method CNN-TA. Moreover,
transformer-based models outperform a simple buy-and-hold
strategy [24], common technical indicator-basedmodels [25],
Multilayer Perception (MLP) [26], and a common deep
learning time series forecasting model LSTM [27]. While the
performance of transformer-based approaches is promising,
further enhancement is achievable through more detailed
hyperparameter optimization and fine-tuning.

A. RELATED WORK
Finance can be seen as one of the most focused machine
learning application areas during the last 30 years. Until
now, many research papers have been published. Traditional
machine learning methodologies have been extensively
employed for stock market forecasting, with studies focusing
on applying time-series prediction techniques directly to
financial datasets. Some have utilized fundamental or tech-
nical analysis techniques for accurate forecasting, as demon-
strated in surveys such as [4]. Previous works, like [28],
[29], [30], [31], [32], have applied Artificial Neural Net-
works (ANNs) to predict stock index values or forecast stock
prices, integrating technical analysis indicators. [33] has
compared the existing common techniques for text mining
which are also adapted to stock market prediction problems
such as Rule-based systems, Genetic algorithms (GAs),
and neural networks. Among other related research, [34]
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used kernel techniques to forecast stock market changes.
In general, machine learning techniques performance is
limited since they cannot infer deeper attributes in the
financial dataset which is a key factor in closing the gap
between machine and human trading performance.

In recent years, the surge in computational capacity
has led to the emergence of newer deep learning-based
approaches. Deep learning, as a specialized case of ANNwith
multiple layers, has demonstrated enhanced performance
compared to shallower networks [35]. Various deep learning
models, including Convolutional Neural Networks (CNNs),
Long Short-Term Memory (LSTM), Recurrent Neural Net-
works (RNNs), and Transformers, have found applications
across diverse domains. CNNs, for instance, are widely
used in image classification [36], [37] and video processing,
as well as in natural language processing tasks such
as sentence categorization [38]. LSTMs and RNNs are
predominantly employed for sequential data analysis in
speech processing, natural language processing, and time-
series-related tasks. Transformers, initially applied to Natural
Language Processing (NLP) tasks [39], have more recently
demonstrated success in computer vision tasks [16], [40].
While deep CNNs and transformer-based architectures

have become prevalent in the last decade, their application in
financial tasks remains limited. Existing studies, such as [23],
[27], [41], [42], [43], [44], [45], have explored deep learning
approaches for forecasting stock markets, leveraging events
data, financial time-series datasets, and news integration.
Relevant studies in [23], [45] incorporate technical analysis
indicators into prediction models, employing feedforward
neural networks and CNNs with two-dimensional matrix
characterizations of technical analysis datasets. Notably, deep
learning demonstrates accurate learning and generalization
across buy and sell time points over extended testing horizons
in these studies.

Other studies enhance stock market prediction perfor-
mance by incorporating extra strategies that can be utilized
to assist in market movement prediction. Such methods are
generally called hybrid methods, which are deep learning
techniques integrated with extra algorithms. Those hybrid
techniques have shown great promise in terms of their
predictive abilities [46], [47]. For instance, the method
proposed in [48] uses adversarial training to enhance neural
networks generalizability by preventing overfitting while
predicting stock price rise or fall. Similarly, [49] came upwith
a novel deep generative architecture that combines price and
textual datasets to better model the stock prediction problems
complexity. Different than traditional discriminative topic
models, the model proposed in [49] handles the stochasticity
better by introducing recursive variables where they used
Variational Autoencoders (VAEs) for detailed reasoning.

On the other hand, transformer-based approaches for
financial market prediction are notably limited. Studies such
as [50], [51], [52] propose novel transformer architectures or
methods to predict stock movements, incorporating feature

engineering and multi-scale Gaussian priors. These studies
also integrate textual attributes from the Twitter dataset
into the prediction. The existing studies frequently utilize
CNNs for image analysis and classification tasks, while
deep learning methods, particularly LSTM and RNN, are
commonly employed for financial time-series prediction.
However, the integration of technical analysis datasets with
deep learning techniques, especially the combination of
CNNs with two-dimensional matrix characterizations of
these datasets, is relatively rare in algorithmic trading
studies [6], [23], [32], [53], [54]. These studies typically
convert the financial time-series prediction problem into
an image classification task by generating two-dimensional
images from price indicators. Recent work [54] applies a
single type of vision transformer to such image-like data for
the first time.

II. DATA PREPROCESSING
A. DATASET PREPARATION
Financial data is generally analyzed by either technical anal-
ysis (TA), fundamental analysis, or quantitative analysis [4].
In fundamental analysis, investors focus on predicting an
asset’s price by examining the corresponding company’s
reported metrics such as long-term debt, short-term debt,
cash flow, return on equity, return on asset, earning per
share, etc [55]. On the contrary, technical analysis is based
on analyzing the temporal price and volume characteristics
of a company via predefined mathematical models. A huge
number of technical analysis indicators have been proposed
to help with financial asset price prediction over time.

Here, we have collected Open, High, Low, Close,
Volume (OHLCV) time-series datasets for nine of the
frequently-traded Exchange-Traded Funds (ETFs) by using
the yfinance library [56] over 20 years period from 1/1/2002
to 1/1/2022 for training and testing our approaches. This 20-
year duration consists of both bull and major bear markets
such as the 2008 financial crisis and 2020 coronavirus crises.
These 9 ETFs are summarized in Table 1. We applied
65 commonly-used technical indicators [57] which focus
on different time horizons on distinct categories such
as volatility, momentum, volume, overlap studies, price
transformation, and statistics. We use TA-Lib (Technical
Analysis Library) in Python to calculate these indicator
values over time. All used indicators are summarized in
Table 2.

B. GENERATING LABELS
We labeled the time-series dataset for our supervised learning
problem, after preprocessing and partitioning the dataset.
In this case, we assigned one of Buy, Hold, or Sell classes
according to a predetermined threshold value. Data for
periods above the threshold are tagged as Buy, below the
threshold are tagged as Sell, and the remaining periods are
tagged as Hold. The threshold value has a significant impact
on the label distribution, as the generated dataset frequency
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TABLE 1. ETFs used in our analysis and their attributes.

TABLE 2. Technical analysis indicators used in our study.

is dependent on the threshold. In our analysis, we focused
on 2 threshold values 0.0038 and 0.01, which correspond
to balanced and imbalanced datasets respectively. Evaluating
the performance on both balanced and imbalanced datasets is
crucial for quality and robustness. Intuitively, 0.01 threshold
means buying the asset for a price increase greater than 1%
and selling the asset for a price decrease greater than 1% in a
day which is a reasonable assumption even though it results
in an imbalanced dataset. On the other hand, 0.0038 threshold
generates a dataset of almost equal distribution among these
three classes. We report our results for 0.01 threshold case
unless otherwise noted.

C. MAPPING TECHNICAL INDICATORS TO IMAGES
To apply vision transformer-based and patch-based
approaches, we transform our one-dimensional time-series
dataset into 2D images. While converting time-series data to
image dataset, we calculate MACD, CMO, PPO, WILLR,
EMA, WMA, SMA, ROC, CCI, TEMA, RSI, and 54 more
technical indicator signals across different horizons. These
indicator ranges are between one week to three weeks. At a
higher level, those technical analysis indicators might also
be considered as filters applied to financial time series. For
instance, the Fast Fourier Transform will also be an indicator,
but we do not consider it in our application since it is not
finance-specific. Those indicators are frequently utilized and

FIGURE 1. 65 × 65 labeled generated images.

ideal for medium-horizon trading, which is the focus of
this research. If one is interested in high-frequency trading
or longer-term trading, these technical analysis indicators
should be adjusted accordingly.

After applying these technical indicators to a one-
dimensional time-series dataset of 65 historical days, we gen-
erate a 65 × 65 image of each training sample. In this
image matrix, each column represents a distinct day in
these 65 days whereas each row corresponds to a different
technical indicator. Even though columns are already ordered
temporally, there is no such apparent ordering for technical
indicators. The indicator ordering is a key factor in our results
since we will obtain distinct images for distinct orderings.
In our case, we sort the resulting set of indicators by their
categories as shown in Table 2. Moreover, once we generate
the images for a given ordering, we apply standardization
to make the dataset more robust and consistent [58]. For
instance, we plot examples of 65×65 pixel images generated
during our preprocessing in Figure 1.

III. METHODS
We test the transformer-based and patch embedding-based
algorithmic trading approaches performance and compare it
with baselines including convolutional neural networks.

A. VISION TRANSFORMER (VIT)
Transformers have frequently resulted in state-of-the-art
outcomes for many natural language processing tasks.
However, they cannot be directly applied to image-like data.
A natural adaptation is to apply attention together with
convolutional networks, or to modify only certain portions
of convolutional networks without modifying the overall
architecture. Direct self-attention application on image-like
data will result in a very high complexity since each pixel
should attend to every other pixel. Different solutions have
been proposed to decrease this complexity [59], [60] which
apply self-attention to local neighborhoods in a scalable way.

Following such adaptations, researchers came up with
ViT (Vision Transformer) [16] which can be seen as a pure
transformer for image-like data. ViT applies self-attention
directly to sequenced image patches, where it completely
removes the dependence on CNNs. Since its proposal,
ViT has been integrated into many computer vision tasks
including image segmentation, and image classification. Its
performance has been state-of-the-art in those domains.
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FIGURE 2. Overview of ViT architecture in our problem.

In ViT, we have a patch and position-based embedding layer
that first partitions the image into sub-images. Once images
are partitioned, it is flattened and a transformer encoder which
has multi-layer attention is applied as in Figure 2.

In more detail, given an image of W × H and a patch
size B, ViT first transforms the image into W

B ×
H
B size

components. Once these W
B ×

H
B are flattened, a multi-layer

encoder is applied. In each encoder layers, as defined in [16],
the forward equations are follows:

z0 = [xclass; x
1
pE; x2pE; . . . ; xNp E] + Epos, (1)

E ∈ R(P
2C)×D,Epos ∈ R(N+1)×D (2)

z′l = MSA(LN (z− 1)) + zl−1, l = 1 . . . L (3)

zl = MLP(LN (z)) + z′l, l = 1 . . . L (4)

y = LN (zL0) (5)

where MSA represents multi-headed self-attention, MLP
represents multilayer perception, and LN represents layer
normalization in the Transformer Encoder part. ViT adds
positional embeddings to patch embeddings to keep posi-
tional knowledge.

B. CONVMIXER
While CNNs are pyramid architectures with decreasing res-
olution by using convolution, ConvMixer [19] is an isotropic
architecture that is integrated with patch representation
and convolution. As summarized in Figure 3, ConvMixer
architecture is very simple and preserves locality using tensor
patch embeddings. After the patch embedding step, d copies
of a simple Fully Convolutional block are applied where
each block includes large-kernel depthwise convolution and
pointwise convolution. Lastly, global average pooling is
applied which is followed by a simple fully connected layer.

In our case, ConvMixer [19] has been applied to discuss
the effectiveness of transformers for asset price prediction
problems. Even though ConvMixer has no attention mech-
anism, it trains CNN units integrated with Gaussian Linear
Unit (GeLU). More formally, ConvMixer implements patch
embeddings with a patch size p and embedding dimension h
as a convolution with cin input channels, h output channels,
kernel size p, and stride p:

z0=BN(σ {Convcin→h(X ,stride=p,kernel_size=p)})

(6)

where BN represents batch normalization. Patch embedding
summarizes a p×p patch into an embedded vector of dimen-
sions e. The authors implement this by a single convolution
with kernel size p, stride p, and h output channels, followed
by a non-linearity. This surprising trick will convert the n×n
image into features of shape h×

n
p ×

n
p . The ConvMixer block

is composed of depthwise convolution (grouped convolution
with groups equal to the number of channels, h) followed
by pointwise convolution (kernel size 1 × 1). Each of these
convolutions is followed by an activation and post-activation
batch normalization as in:

z′l = BN (σ {ConvDepthwise(zl−1)})+ zl−1 (7)

zl+1 = BN
(
σ {ConvPointwise(z′l)}

)
(8)

C. DATA-EFFICIENT IMAGE TRANSFORMERS (DEIT)
DeiT [17] is another type of recent vision transformer
that is based on Knowledge Distillation (KD). Knowledge
distillation [61] represents a training paradigm where a
student model uses soft labels suggested by a strong teacher
model. In this case, soft labels are the output vector of the
teacher’s softmax function instead of maximum scores which
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FIGURE 3. Overview of ConvMixer architecture in our problem.

can be considered as a hard label. This type of training will
enhance the studentmodel’s performance since it will transfer
the knowledge from a larger model to a smaller one.

DeiT studies the distillation of a transformer student
by either a convolutional neural network or a transformer
teacher. DeiT came up with a new distillation process that
is transformer-specific. DeiT assumes to have a powerful
classifier as a teacher model which can be a convolutional
neural network or a mixture of classifiers. It mainly tries to
learn a transformer by using the knowledge from the teacher.
DeiT incorporates a new distillation token that interacts with
the class token and other patch tokens via the following
self-attention layers. The architecture uses the distillation
token similar to the class token. One main difference between
them is that the distillation token focuses on reproducing the
hard label inferred by the teacher, whereas the class token’s
objective is to predict the true label.

DeiT includes both soft and hard distillation. Soft dis-
tillation focuses on minimizing the Kullback-Leibler (KL)
divergence between the softmax of the teacher model and
the softmax of the student model. More formally, let Zt and
Zs represent the logits of the teacher and student models
respectively. τ represents distillation temperature, λ balances
the KL divergence loss (KL) and the cross-entropy loss (LCE)
on ground truth labels y, and ψ defines the softmax function.
In this case, the soft distillation objective can be defined as:

Lglobal = (1−λ)LCE(ψ(Zs), y)+λτ 2KL(ψ(Zs/τ ), ψ(Zt/τ )).

(9)

On the other hand, in hard distillation, the teacher’s
hard decision is treated as a true label. Assuming yt =

argmaxcZt(c) be the hard decision of the teacher, the hard
distillation objective can be defined as:

LhardDistill
global =

1
2
LCE(ψ(Zs), y) +

1
2
LCE(ψ(Zs), yt). (10)

Overall, a novel distillation token is added to the initial
embeddings which consist of the class token and patches.
The distillation token is similar to the class token in the
way it interacts with other embeddings via self-attention and
output is generated by the neural network following the last

layer. While testing, both distillation and class embeddings
generated by the transformer will be used by the following
linear classifiers.

D. SWIN TRANSFORMER
Swin transformer [18] is one of the most recent vision
transformers which can be used as a general-purpose
architecture for almost all vision problems. Even though
transformers have been mainly proposed across language
tasks, their adaptation to the vision domain requires two
main changes: They should be adapted to large changes in
visual entity scale, and image pixel resolution is higher than
the words in a document. Swin transformer addresses these
challenges by proposing a Hierarchical Transformer whose
representation is obtained via Shifted windows. In this case,
shifted window-based modeling is quite efficient since it
restricts self-attention computation to only local windows
without an overlap.

More formally, Swin Transformer architecture is sum-
marized in Figure 4. Image-like input is split into non-
intersecting patches similar to ViT. It treats each patch as
a ‘‘token’’ and each patch attribute is composed of raw
values concatenation. Then, the Swin transformer applies a
linear embedding layer to this feature for arbitrary dimension
projection, denoted as C .

Swin applies many Transformer blocks with modified
self-attention computation on patch tokens. The Transformer
blocks keep the number of tokens as (H4 ×

W
4 ). Overall,

Swin transformer replaces the standard multi-head self-
attention (MSA) module with a shifted windows-based
module. As shown in Figure 4(b), a Swin Transformer block
includes a shifted window-based MSA module which is
followed by a 2-layer Multilayer Perceptron (MLP) with
GELU non-linearity in between. Swin Transformer block
applies a layer normalization (LN) before each MSA module
and MLP, where a residual connection is applied after each
module.

Quadratic complexity is the main challenge for both
standard Transformer architecture [13] and its vision-based
version [16] since both approaches compute the relationships
between all token pairs. To efficiently model self-attention
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FIGURE 4. (a) Overview of Swin Transformer architecture in our problem. (b) Consecutive Swin transformer blocks where W-MSA and
SW-MSA represent multi-head self-attention modules with regular and shifted window configurations, respectively.

in image-like data, Swin transformer calculates self-attention
within local windows where it arranges windows for non-
overlapping partition of the image-like data. Assuming each
window contains M × M patches, Swin uses the shifted
window partitioning technique to efficiently compute non-
intersecting windows. In this case, we alternate between
different 2 partition configurations in successive Swin
Transformer blocks.

The initial block utilizes an orderly window partitioning
approach where it starts from the left-upper pixel, and the
8×8 feature map is evenly split into 2×2 windows of size 4×

4 (M = 4). However, the latter block uses a configuration that
is shifted from that of the preceding layer, by displacing the
windows by (⌊M2 ⌋, ⌊M2 ⌋) pixels from the regularly partitioned
windows. With the shifted window partitioning approach,
consecutive Swin Transformer blocks are computed as:

ẑl = W-MSA
(
LN

(
zl−1

))
+ zl−1 (11)

zl = MLP
(
LN

(
ẑl
))

+ ẑl (12)

ẑl+1
= SW-MSA

(
LN

(
zl
))

+ zl (13)

zl+1
= MLP

(
LN

(
ẑl+1

))
+ ẑl+1 (14)

where ẑl and zl represent the output features of the
(S)W-MSA and the MLP modules for block l, respectively.
Additionally, W-MSA and SW-MSA represent window-
based multi-head self-attention utilizing regular and shifted
window partitioning configurations, respectively.

IV. EXPERIMENTS
A. DATA PREPARATION
Since we are applying an evaluation on a time-series dataset,
we chose the train and test datasets in continuous intervals.
ETF prices between 1/1/2002 and 1/1/2022 are used in our
analysis. We apply a sliding window-based with a retraining
approach, where a consecutive 5-year interval is selected as

the training period and the following year is selected as the
testing period. Following such partition, we shift train and test
dataset periods one more year forward and repeat the training
process above. As a result, each year between 2007 and
2021 is tested once by such repeated retraining technique.
Once the images are generated and standardization is applied,
we obtain 45090 images, or 5010 images for each ETF in
total.We combine all distinct ETF images into a single dataset
since a joint model is trained for all ETFs.

B. BASELINE TECHNIQUES
We focused on 6 baselines while comparing the performance
of distinct transformers: Buy & Hold, RSI (Relative Strength
Index) (14 days, 70–30), SMA (Simple Moving Average)
(50 days), LSTM [27], MLP regression [31], and Enhanced
CNN-TA. We have implemented each of these techniques
and analyzed associated financial metrics. Among them, Buy
& Hold Strategy (BaH) baseline simply longs the assets at
the beginning of the test period and it unrolls the position
by selling it once the test period finishes. In the RSI model,
we trade by only using the RSI indicator. In this case,
we calculate RSI for each testing day and we buy if RSI
is less than 30. On the other hand, if RSI is greater than
70, we trigger a sell signal. Similarly, in the SMA model,
we calculate a 50-day SMA for each testing day. We generate
a buy signal if the associated test data is greater than a 50-day
SMA, and a sell signal if the test data is less than 50 days
SMA. LSTM and MLP regression techniques are utilized as
baselines in financial time series data analysis. Our LSTM
baseline consists of 25 neurons (1 neuron in the input layer,
25 neurons in the latent layer, 1 neuron in the output layer).
In this case, dropout is selected as 0.5 and we run LSTM for
1000 epochs. On the other hand, ourMLP baseline consists of
four layers which have 1, 10, 5, and 1 neurons consecutively.
For MLP, dropout is again selected as 0.5 and we run MLP
for 200 epochs.

24170 VOLUME 12, 2024



A. H. B. Gezici, E. Sefer: Deep Transformer-Based Asset Price and Direction Prediction

Lastly, we have enhanced CNN-TA [23] and used it as
our last baseline. CNN-TA architecture consists of deep
convolutional neural networks, making predictions on two-
dimensional data. Once it gets 2D input, it has 2 convolutional
layers where each applies 3 × 3 kernel. After these
convolution layers, max pooling is applied. It has 2 dropouts
with 0, 25 and 0.5 probabilities. Lastly, the output of these
convolutional steps is connected to a fully connected layer
which generates the output. Even though CNN-TA is also
a neural network-based baseline, its fully convolutional
structure does not incorporate an attention mechanism or
patch embeddings. It also uses only 15 technical indicators.
To make a fair comparison between CNN-TA and vision
transformers, we increase the number of technical indicators
from 15 to 65 since all vision transformers use 65 indicators.
In this case, this enhanced approach is called Enhanced CNN-
TA or CNN-TA++ in short andwe use 65×65 images instead
of 15 × 15 image as input.

C. PERFORMANCE EVALUATION
We assess and compare the performance of multiple vision
transformer-based approaches, and the proposed 6 base-
lines via traditional machine learning metrics and financial
metrics. In terms of traditional metrics, we use Accuracy,
Recall, Precision, and F1 score for classification performance
evaluation. These metrics are defined below:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(15)

Precision =
TP

TP+ FP
(16)

Recall =
TP

TP+ FN
(17)

F1 Score =
2 × Precision × Recall
Precision + Recall

(18)

where TP, TN, FP, and FN represent true positive, true
negative, false positive, and false negative sample counts,
respectively. Let TPR =

TP
TP+FN be the true positive rate and

FPR =
FP

FP+TN be the false positive rate.
In addition to the traditional machine learning methods,

we also evaluate the financial performance of the proposed
transactions. In this case, we simulate the daily trades by
utilizing the model predictions over the test dataset. We can
either buy, sell, or hold an asset. When we predict the label as
‘‘Buy’’, we buy the asset by using all our available capital if
it has not been already bought. When we predict the label as
‘‘Sell’’, we sell the asset completely if it has been previously
bought. Lastly, when we predict the label as ‘‘Hold’’, we do
not take any action. If we predict the same label consecutively
while executing a trade, we only focus on the first label and
we perform the associated transaction. If a label is repeated,
we ignore the label until the label changes. We assume that
we start with $10000 cash at the beginning and the trading
commission is assumed to be $1 per transaction since we
are trading only liquid high-volume EFTs. We summarize the
financial evaluation scenario in Eq. 19 where ‘‘S’’ indicates

the financial evaluation scenario, ‘‘Money’’ indicates the total
amount of cash, and ‘‘#OfStocks’’ represents the number of
stocks.

S =


#OfStocks =

tMoney
price

if label = ’Buy’

tMoney = price ∗ #OfStocks if label = ’Sell’
no action if label = ’Hold’

(19)

One common financial evaluation metric for a strategy is
Sharpe Ratio [62] which divides the method’s annualized
return relative to risk-free rate by annualized standard
deviation where a 3-month US treasury bill is used to model
the risk-free rate. Our remaining evaluation metrics are
defined by the following equations:

AR =

((
totalMoney
startMoney

) 1
numberOfYears

− 1

)
∗ 100 (20)

AnT =
transactionCount
numberOfYears

(21)

PoS =
successTransactionCount

transactionCount
∗ 100 (22)

ApT =
totalPercentProfit
transactionCount

∗ 100 (23)

L =
totalTransactionLength
transactionCount

∗ 100 (24)

IdleR =
data.length− totalTransLength

data.length
∗ 100 (25)

where AR represents the annualized return, AnT represents
the annualized number of transactions, PoS represents the
percent of success, ApT represents the average percent profit
per transaction, L represents the average transaction length in
days, and IdleR represents the idle ratio. Additionally, MpT
and MlT represent the maximum profit/loss percentage in
transaction respectively. We have implemented transformer
techniques and baseline approaches mainly by using Hug-
gingFace [63] and Pytorch [64]. We have also employed
various Java libraries, including Spark, and Hadoop among
others, to facilitate the implementation and execution of the
experiments. Our code and processed datasets are available
at https://github.com/seferlab/price_transformer.

V. RESULTS
A. COMPARISON VIA TRADITIONAL METRICS
As indicated in Table 3, ConvMixer algorithm exhibits
superior performance in terms of test accuracy. Among the
tested vision transformers, the ViT architecture closely trails
the ConvMixer, with themost notable divergence found in test
accuracy, where there exists a substantial margin exceeding
8%. Among the other vision transformers, the hierarchical
transformer Swin performs better than DeiT. Among the all
considered baselines, the best-performing baseline is CNN-
TA++, and it performs worse than all transformers except
DeiT in terms of accuracy. We retrieved the performance of
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TABLE 3. Train and test performance of the tested algorithms and
baselines.

all baselines other than CNN-TA++ from a similar analysis
applied in [23].

However, in terms of F1 score, vision transformer ViT
outperforms all other methods. Even though the patch
embedding-based non-transformer approach ConvMixer per-
forms quite well in terms of accuracy, this is not correct in
terms of F1 score. This can be explained by the fact that there
are more ‘‘Hold’’ signals in our datasets. Such imbalance
among the classes causes problems for ConvMixer and all
other transformers except ViT. These ‘‘Hold’’ signals are
more learnable for ViT. Our dataset can be considered as
limited for deeper and more powerful architectures, so it is
easier for ViT to learn the True Positives of ‘‘Hold’’, ‘‘Buy’’
and ‘‘Sell’’ signals.

We can observe a detailed breakdown of prediction
performance in terms of each ETF as in Table 4. According to
this table, ViT performs the best for almost all ETFs in terms
of F1 score.

B. CONFUSION MATRICES
Confusionmatrices for tested architectures elucidates notable
strengths and challenges inherent in methods classification
performance.We report the performance of tested approaches
as shown in Tables 5-8. For instance, for ConvMixer in
Table 5, the model demonstrates proficiency in accurately
identifying certain instances within the ‘‘Hold’’ class;
however, a considerable number of false negatives (744)
is observed. Conversely, the model encounters more pro-
nounced challenges in classifying instances within the
‘‘Buy’’ and ‘‘Sell’’ classes. Notably, the ‘‘Buy’’ class is
characterized by a complete absence of true positives,
indicating a deficiency in the model’s ability to correctly
identify instances of this class. In the case of the ‘‘Sell’’
class, the model exhibits a noteworthy occurrence of
false positives (782), signifying instances where the model
incorrectly predicts the presence of ‘‘Sell’’ orders. These
detailed findings underscore the imperative of addressing and
refining ConvMixer architecture, particularly in enhancing
its sensitivity to ‘‘Buy’’ class instances and reducing false
positives in the prediction of ‘‘Sell’’ orders.

In terms of Swin architecture as seen in Table 6, the exam-
ination of its confusion matrix illuminates its proficiency
in accurately identifying instances within the ‘‘Hold’’ class,

underscored by a notable count of true positives (898) and
a minimal occurrence of false negatives (196). However,
the model’s performance encounters challenges in both the
‘‘Buy’’ and ‘‘Sell’’ classes. Specifically, the ‘‘Buy’’ class
exhibits a diminished number of true positives (2) and a
comparatively elevated count of false positives (40), implying
difficulties in the accurate identification of instances within
this category. Similarly, in the ‘‘Sell’’ class, the model
demonstrates limited success, with only 3 true positives
and 167 false positives. This implies a notable struggle in
effectively distinguishing between instances belonging to the
‘‘Sell’’ and ‘‘Hold’’ classes.

In terms of ViT architecture as seen in Table 7, its con-
fusion matrix unveils the model’s proficiency in accurately
identifying instances within the ‘‘Hold’’ class, as underscored
by a notable count of true positives (799) and comparatively
low occurrences of false positives (64) and false nega-
tives (295). However, its performance encounters challenges
in the ‘‘Buy’’ class, characterized by 33 true positives,
42 false negatives, and 101 false positives. This suggests a
difficulty in the accurate discrimination of instances between
the ‘‘Buy’’ and ‘‘Hold’’ categories. Notably, the model
demonstrates a contrasting strength in the ‘‘Sell’’ class,
exhibiting 53 true positives and 194 false negatives, indicative
of adeptness in identifying instances of the ‘‘Sell’’ category.
This intriguing observation points to a particular challenge in
distinguishing between instances of the ‘‘Sell’’ and ‘‘Hold’’
categories.

Lastly, the evaluation of the confusion matrix for DeiT
transformer as in Table 8 reveals a suboptimal performance,
characterized by a meager count of correct predictions (151)
against a significantly elevated number of false predic-
tions (1093). This disparity results in a notably low F1 score,
indicative of the model’s limited ability to accurately identify
instances within any given category. The discerned inability
of the model to effectively distinguish between classes is a
prominent factor contributing to the overarching poor results
observed. Consequently, the implemented trading strategy
yields unfavorable outcomes, underscoring the imperative of
addressing and refining DeiT architecture.

C. ALGORITHMIC TRADING PORTFOLIO ANALYSIS
We also evaluated the portfolio analysis of the financial
strategies by using the results of our tested algorithms
predictions. Table 9 presents a comprehensive overview of
the aggregated outcomes of vision transformer approaches
such as ViT, DeiT, Swin, non-transformer patch embedding-
based approach ConvMixer, and the best-performing baseline
CNN-TA++. Similar to more traditional machine learning
metrics, ViT outperforms all remaining methods.

A detailed comparison between ViT and the best-
performing enhanced baseline CNN-TA++, focusing on the
Annualized Number of Transactions and Average Transac-
tion Length, reveals distinct trading strategy approaches.
Specifically, CNN-TA++ executed 80 transactions, nearly
doubling ViT’s 43 transactions. However, a counter-intuitive
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TABLE 4. F1 score and accuracy comparison between multiple architectures.

TABLE 5. ConvMixer confusion matrix.

TABLE 6. Swin confusion matrix.

TABLE 7. ViT confusion matrix.

TABLE 8. DeiT confusion matrix.

relationship emerges when examining transaction lengths,
with CNN-TA++ exhibiting an average length of 6 trans-
actions compared to ViT’s 10 transactions. Both algorithms
remained active in their respective strategies, accumulating
480 and 430 transaction points for CNN-TA++ and ViT,
respectively. This detailed portfolio analysis provides valu-
able insights into the divergent trading strategies employed
by these algorithms.

We also tested for the impact of COVID-19 in our
analysis by focusing only on the period between 1/1/2002
and 1/1/2020, removing the last 2 years of the whole
dataset where COVID-19 impact has started to be seen
across financial markets. In this case, Table 10 reports
a comprehensive overview of the aggregated outcomes of
vision transformer approaches such as ViT, DeiT, Swin, non-
transformer patch embedding-based approach ConvMixer,
and the best-performing baseline CNN-TA++. In this case,
ViT’s performance is similar to ConvMixer in terms of

multiple financial evaluation criteria, slightly different than
Table 9 where ViT outperforms all remaining methods.
A detailed comparison between ViT and the best-performing
enhanced baseline CNN-TA++, focusing on the Annualized
Number of Transactions and Average Transaction Length,
reveals distinct trading strategy approaches. Specifically,
CNN-TA++ executed 6 transactions, nearly one-ninth of
ViT’s 53 transactions. However, a counter-intuitive rela-
tionship emerges when examining transaction lengths, with
CNN-TA++ exhibiting an average length of 165 transactions
compared to ViT’s 11 transactions. Similar to Table 9, this
detailed portfolio analysis provides valuable insights into the
divergent trading strategies employed by these algorithms.

D. FINANCIAL EVALUATION BY WEALTH CURVE OVER
TIME
Figure 5 shows wealth curves of all considered approaches
and the best-performing baseline CNN-TA++. In the context
of strategy performance, our evaluation identifies the ViT
architecture as the optimal choice, with a narrow gap
compared to the Enhanced CNN-TA architecture. Both
these algorithms consistently yield returns exceeding 120%.
Intriguingly, despite ConvMixer’s great performance in terms
of traditional machine learning metrics, it ranks second to
the last when evaluated from a more financial, portfolio
evaluation perspective. Consequently, the most favorable
algorithm in terms of strategy profitability is the ViT
architecture. Nonetheless, it is essential to acknowledge that
various considerations, including average transaction length,
transaction frequency, and fluctuation in capital values, can
influence the optimal choice of algorithm.

According to Figure 5, DeiT algorithm demonstrates a
notable frequency of transactions; however, it frequently
falters in effectively identifying optimal entry and exit points.
As a consequence, following an initial phase of profitability,
the algorithm undergoes a gradual decrement, culminating in
an ultimate negative balance relative to the initial capital. This
observed outcome underscores the algorithm’s limited capac-
ity to apprehend the inherent strategic logic, as elucidated
by the diminished accuracy metrics in previous tables. This
discernment not only accentuates the algorithm’s suboptimal
performance but also suggests a deficiency in its ability
to align with the fundamental principles of the underlying
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TABLE 9. General comparison of ConvMixer, ViT, CNN-TA++, DeiT, and Swin architectures.

TABLE 10. General comparison of ConvMixer, ViT, CNN-TA++, DeiT, and Swin architectures during pre-COVID period by focusing only on the period
between 1/1/2002 and 1/1/2020, removing the last 2 years of the whole dataset where COVID-19 impact has started to be seen across financial markets.

trading strategy. Further exploration and analysis are required
to elucidate the specific aspects contributing to the observed
inadequacies and to inform potential enhancements for
algorithmic optimization.

Similarly, Swin algorithm exhibits a low volume of
transactions and fails to generate a profit with more than half
of the transaction actions, thus resulting in a negative balance.
This outcome contradicts the relatively high accuracy and
F1 score metrics observed in Table 3. This discrepancy
can be attributed to the algorithm’s inability to identify the
ideal entry and exit points, as reflected in the low precision
and recall metrics for ‘‘Sell’’ and ‘‘Buy’’ orders seen in
its confusion matrix. This result is further supported by
the high number of false positives and false negatives in
the identification of ‘‘Buy’’ and ‘‘Sell’’ orders, respectively.
From a strategic standpoint, these findings indicate the need
to address and reduce the prevalence of incorrect ‘‘Buy’’ and
‘‘Sell’’ orders, as these errors are recurrent and contribute
significantly to capital loss.

Lastly, as seen in Figure 5, ConvMixer has a certain
tendency towards ‘‘Hold’’ orders. This strategic inclination
is indicative of a discerning recognition that financial losses
often emanate from the execution of ‘‘Buy’’ and ‘‘Sell’’
orders. Consequently, ConvMixer algorithm partakes in
a lower frequency of transactions relative to alternative
algorithms. While this conservative approach mitigates
exposure to potential losses, it simultaneously constrains
the algorithm’s profit-generation capacity. These empirical

observations collectively show that, although the ConvMixer
strategy is characterized by a risk-averse approach, it may
not optimize profitability. Our comprehensive analysis of
the ConvMixer algorithm’s outcomes underscores the pivotal
importance of striking a balance between risk mitigation
and profit maximization in the quest for efficacious trading
strategies.

In summary, each algorithm employs a unique approach
to processing both financial data and executing trading
strategies. Distinct algorithmic priorities are observed, with
some algorithms placing a paramount emphasis on precision,
while others prioritize profitability, sometimes at the cost
of achieving the utmost precision in their predictions. Such
observation underscores the inherent trade-offs and strategic
decisions that deep learning algorithms must navigate when
applied within the domain of financial time series analysis.
The detailed interplay between precision and profitability
underscores the complexity of algorithmic decision-making
in financial markets, necessitating a thoughtful consideration
of the strategic objectives and inherent risks associated with
each algorithmic approach. These observations contribute to
a deeper understanding of the intricate dynamics involved
in optimizing learning algorithms for effective and strategic
financial market operations.

E. THE PERFORMANCE ACROSS BALANCED DATASET
We also report portfolio performance results on balanced
dataset, which is formed as defined in Section II-B. Table 11
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FIGURE 5. Wealth curves for tested deep learning approaches.

TABLE 11. General comparison of ConvMixer, ViT, CNN-TA++, DeiT, and Swin architectures over balanced dataset.

presents a comprehensive overview of the aggregated out-
comes of vision transformer approaches such as ViT, DeiT,
Swin, non-transformer patch embedding-based approach
ConvMixer, and the best-performing baseline CNN-TA++.
Similar to imbalanced dataset case, ViT outperforms all
remaining methods. The performance of Swin and DeiT
transformers are better than their performance on imbalanced
datasets.

F. STATISTICAL SIGNIFICANCE OF RESULTS
According to the statistical significance tests shown in
Table 12, ViT-based asset price prediction method’s behavior

is not impacted by distinct periods and changing market
states such as 2002–2012, and 2012-2022 time intervals. For
many evaluation criteria, ViT operates quite robustly and
stably. Although the performance difference between ViT-
based price prediction methods under various distinct market
conditions is not statistically significant, it outperforms the
competing baselines like MLP, LSTM, SMA, RSI, and Buy
& Hold especially during non-bull market conditions.

In addition to the summary of our strategy-based auto-
mated trading in Table 12, we also provide statistical
significance results by comparing the performance of various
transformers and baseline approaches as in Table 13.
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TABLE 12. t-test results and average results of ViT model across different periods.

TABLE 13. t-test for annualized ETF returns. * corresponds to statistically
significant performance differences.

A performance comparison between methods is considered
to have a statistically significant difference if the p-value
is less than 0.05. According to these results, ViT performs
significantly better than simpler baselines such as BaH,
LSTM, and MLP across different periods. However, the
statistical significance of its outperformance concerning
other methods depends on the considered period.

VI. CONCLUSION
In this study, we have undertaken a comprehensive inves-
tigation into the performance of various deep vision
transformer-based algorithms and two-dimensional deep
patch embedding-based convolutional neural networks in
financial asset price and direction prediction. Our techniques
integrate several well-known technical analysis indicators
into the algorithmic trading prediction framework. We ana-
lyze temporally changing ETF datasets by first forming two-
dimensional images out of the original price data via technical
indicators. We designed meaningful and profit-making trades
by inferring entry and exit points via 3 categories such
as Buy, Sell, and Hold. According to our experiments,
transformer-based methods consistently outperform the Buy
and Hold baseline, LSTM, and the enhanced version of
the only convolutional CNN-TA architecture in terms of
both traditional machine learning metrics and financial
portfolio analysis metrics. In addition to transformers, patch-
embedding-based convolutional architecture is also effective
in asset price and direction performance.

The principal objective of this research has been to
gain a deeper understanding of the inherent strengths and

weaknesses of each distinct transformer-based algorithm
and how these attributes may be harnessed to enhance the
performance of algorithmic trading strategies. Although we
obtained reasonably well performance by transformer-based
architectures, some more enhancements could be integrated
into our framework. In future work, current analysis on ETFs
can be enhanced to cryptocurrencies which are more volatile
than ETFs. Such extension to multiple cryptocurrencies
will also result in a massive amount of training data for
our transformer-based deep learning methods, where the
performance of transformers is known to be impacted by the
training size. Moreover, the ordering of technical indicators
while forming the image-like data could be enhanced as well.
Another enhancement could be to focus more on different
trading strategies instead of just long-only strategies. Lastly,
we can integrate Explainable AI into our framework where
Explainable AImethods for convolutional methods have been
previously studied. However, similar explainable AI methods
for vision transformer-based architectures have not been
studied as much. Overall, the compelling prospects for future
research underscore the continued importance of exploring
and advancing the application of AI in the domain of financial
time series analysis.
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