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Abstract: The deployment of non-terrestrial networks (NTNs) is envisioned to achieve global cover-
age for 6G and beyond. In addition to space nodes, aerial NTN nodes such as high-altitude platform
stations (HAPSs) and rotary-wing unmanned aerial vehicles (UAVs) could be deployed, based on the
intended coverage and operational altitude requirements. NTN nodes have the potential to support
both wireless access and backhauling. While the onboard base station provides wireless access for the
end users, the backhauling link connects the airborne/space-borne base station to the core network.
With its high data transmission capability comparable to fiber optics and its ability to operate in
the interference-free optical spectrum, free space optical (FSO) communication is ideally suited to
backhauling requirements in NTNs. In this paper, we present a comprehensive tutorial on airborne
FSO backhauling. We first delve into the fundamentals of FSO signal transmission and discuss aspects
such as geometrical loss, atmospheric attenuation, turbulence-induced fading, and pointing errors, all
of which are critical for determining received signal levels and related link budget calculations. Then,
we discuss the requirements of airborne backhaul system architectures, based on use cases. While
single-layer backhaul systems are sufficient for providing coverage in rural areas, multi-layer designs
are typically required to establish connectivity in urban areas, where line of sight (LoS) links are harder
to maintain. We review physical layer design principles for FSO-based airborne links, discussing both
intensity modulation/direct detection (IM/DD) and coherent modulation/coherent demodulation
(CM/CD). Another critical design criteria for airborne backhauling is self-sustainability, which is
further discussed in our paper. We conclude the paper by discussing current challenges and future
research directions. In this context, we discuss reconfigurable intelligent surfaces (RIS) and spatial
division multiplexing (SDM), for improved performance and an extended transmission range. We
emphasize the importance of advanced handover techniques and scalability issues for practical im-
plementation. We also highlight the growing role of artificial intelligence/machine learning (AI/ML)
and their potential applications in the design and optimization of future FSO-based NTNs.

Keywords: non-terrestrial networks (NTNs); high-altitude platform stations (HAPS); free space
optical (FSO) communication; airborne backhaul system architectures; self-sustainability in backhaul
networks

1. Introduction

The deployment of Non-Terrestrial Networks (NTNs) is envisioned to realize truly
global coverage for 6G and beyond. NTNs have the potential to support different seg-
ments of the network, including wireless access, backhauling, and the backbone [1–12], as
illustrated in Figure 1. Wireless access refers to the use of wireless technologies to connect
end users to the network. NTNs can provide wireless access over large geographical areas
where terrestrial, infrastructure is limited or absent, such as remote and underserved areas.
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In urban areas, NTN-based wireless access can be positioned as a complementary solu-
tion. For example, they can be deployed for events with temporary high-traffic demands,
e.g., concerts, football games, and other live events. NTNs can also provide global wireless
access to mobile end users, regardless of their geographical location. For example, end
users on a transatlantic cruise, or country-wide high-speed trains can access the Internet
via NTNs, even if terrestrial infrastructure is not available. NTNs are also instrumental
in post-disaster scenarios, for providing service to mobile users in affected areas where
ground base stations are partly or fully damaged.

Access Link

Backhaul Link

Backbone Link

Figure 1. Backbone, backhaul, and access segments of wireless networks.

Backhaul is the link between the access network and the backbone/core network. This
connectivity is typically established using fiber optics or terrestrial point-to-point wireless
links, e.g., microwave or Millimeter Wave (MMW) links. Fiber optic infrastructure offers
an ultra-high operational capacity, enabling the transmission of large amounts of data at
high speeds over long distances. It provides excellent reliability, low latency, and superior
signal quality compared to other transmission media. However, deploying fiber optics
requires significant financial investment, as it involves laying down physical cables and
establishing the necessary infrastructure. Extending fiber optic connectivity to remote
or geographically challenging areas, such as rural regions or mountainous terrain, can
be particularly challenging. While fiber optic infrastructure is available in major cities,
the processes of obtaining the required permits, trenching, installing, and maintaining
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of fiber optic cables can be complex and time-consuming, which further limits their use
in urban environments. For example, to address the user density and high-peak traffic
demands in urban areas, small cells, i.e., low-power base stations with small coverage areas,
are typically deployed in addition to macro cells. However, it is not possible to extend the
fiber optic infrastructure to every small cell, due to space constraints, regulatory issues,
and high installation costs.

As a result of the aforementioned limitations, and despite the significant ongoing
investments in fiber optics, wireless backhauling has become the preferred choice for
mobile operators, since it offers greater flexibility in reaching remote or difficult areas.
According to market projections [13,14], wireless backhauling is projected to account for
65% of global backhaul links within the time frame of 2021–2027. The market trends in favor
of wireless backhauling give a unique opportunity for NTN-based solutions, which can be
particularly cost-effective for rural areas, isolated regions, rugged terrains, or remote islands,
which would otherwise be difficult to reach through traditional terrestrial infrastructure.
Similarly, NTN-based backhauling might be an ideal solution for small cells in urban areas.

The backhaul links discussed above can be considered distribution networks that con-
nect the points of presence to the backbone. The backbone network is typically composed of
high-speed fiber optic cables. These cables are laid along major routes and interconnected
with network nodes, such as data centers and telecommunication exchanges, to ensure
seamless communication between the different parts of the network. It forms the core
of the telecommunications network and provides connectivity between different regions,
cities, and countries. Non-terrestrial backbone networks can extend connectivity to remote
and underserved regions where the terrestrial backbone infrastructure is non-existent
or limited. Furthermore, they can enhance the resilience and redundancy of the overall
telecommunication infrastructure. By diversifying the network infrastructure with non-
terrestrial solutions, the risk of single points of failure or disruptions in communication can
be mitigated [15]. In the event of terrestrial infrastructure damage or outages, NTNs can
provide alternative routes for communication, ensuring continuity of services.

As illustrated in Table 1, NTNs include variants of space-borne and aerial nodes. Space-
borne nodes include satellites in Geostationary Orbit (GEO), Medium Earth Orbit (MEO),
and Low Earth Orbit (LEO). Airborne nodes take the form of High-Altitude Platform
Stations (HAPSs), and Unmanned Aerial Vehicles (UAVs).
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Table 1. Classification of NTN nodes.

Node Type Altitude Range Description

GEO Outer Space
(36,000 km)

GEO satellites orbit the Earth at an altitude of
35,786 km above the equator [16]. Their orbit matches
the Earth’s rotation, resulting in a synchronized orbit.
Therefore, they remain fixed relative to a specific lo-
cation on the Earth’s surface, appearing stationary in
the sky.

MEO Outer Space
(2000 km to GEO alti-
tude)

While a GEO has a fixed altitude of 35,786 km, MEO
satellites can be found at various altitudes within the
range from 2000 km to the altitude of a GEO, based
on their specific mission and requirements [16]. Most
MEO satellites are found at altitudes between 8000 and
20,000 km. The key advantage of placing satellites in
MEO is balancing the coverage area and signal delay.

LEO Outer Space
(up to 2000 km)

The altitude of LEO satellites is up to 2000 km above
the Earth’s surface [16]. Due to their operational al-
titude being closer to the Earth, LEO satellites circle
the Earth more frequently than satellites in higher or-
bits. LEO satellites have the advantage of proximity to
Earth, enabling rapid data transmission. However, this
proximity also means they offer more limited coverage
of a specific area compared to satellites in other orbits.
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Table 1. Cont.

Node Type Altitude Range Description

Aerostatic HAPS
(balloons, airship)

Stratosphere
(17–22 km)

Aerostatic HAPSs are lighter-than-air vehicles and take
the form of balloons and airships [17]. These make use
of a lifting gas (e.g., helium, hydrogen) less dense than
the surrounding air to remain airborne.
Balloons are characterized by their compact size,
lightweight construction, and affordability. Function-
ing as wind-powered platforms, they utilize wind pat-
terns to determine their path and altitude.
Unlike balloons, airships are equipped with a propul-
sion system for more precise navigation and position-
ing. Their payload capacity is also much higher. Air-
ships were most commonly used before the 1940s. New
generations of solar-powered high-altitude airships
have recently been developed.

Aerodynamic
HAPS

Stratosphere
(17–22 km)

Aerodynamic HAPSs are heavier than air [17] and rely
on the principles of aerodynamics to generate the lift
forces necessary for sustained flight. The most com-
mon form of aerodynamic HAPS is a fixed-wing air-
craft, typically powered by solar panels attached to its
wings.

Rotary-wing UAV
Troposphere
(from a few hundred
meters up to few kms
above the ground)

Rotary-wing UAVs have the capability for hovering
and maintaining a semi-steady fixed position. These
UAVs have the advantages of vertical takeoff, hovering,
and maneuverability.

Fixed-wing UAV Troposphere
(<17 km)

Fixed-wing UAVs have longer endurance and greater
range than rotary-wing UAVs, making them ideal
for applications requiring extended flight times and
a larger area coverage [18]. They offer stability dur-
ing level flight and the ability to carry significant pay-
loads compared to rotary-wing UAV’s, such as high-
resolution cameras, scientific instruments, and sensors.

HAPSs are also known as high-altitude pseudo-satellites and operate in the strato-
spheric layer at altitudes of 17–22 km [19]. This operation altitude is above the maximum
altitude for commercial flights and above the clouds. HAPS can remain airborne through
aerodynamic means (resembling airplanes) or aerostatic means, such as balloons or air-
ships [17].

Unlike HAPSs, UAVs operate at lower operational altitudes (i.e., the troposphere) in
the range of a few dozen meters to several km [20]. UAVs can take the form of a fixed-wing
or rotary-wing types. Rotary-wing UAVs are typically designed to operate at altitudes
up to a few km. They have different configurations, such as quadcopters, hexacopters,
etc., depending on the number of rotors employed for lift and control. These UAVs utilize
vertically oriented propellers to generate upward thrust and maintain flight. By adjusting
the speed and angles of their rotors, UAVs can alter their altitude, direction, and orientation.
Multirotor UAVs have the ability to take off vertically, hover in a fixed/semi-fixed position,
and have the ability to maneuver. Fixed-wing UAVs are typically designed to serve at
higher altitudes within the troposphere. For example, the military-type MQ-9 Reaper [21]
can fly at an altitude up to around 15 km. ScanEagle [22] is an example of a civilian
fixed-wing UAV, with an operation altitude of around 6 km.

1.1. Space-Borne Nodes

In 1945, the British science fiction writer and inventor Arthur C. Clarke published an
article titled “Extra-Terrestrial Relays” in the magazine Wireless World, where he proposed
the concept of GEO satellites [23]. He described how these satellites, positioned in a specific
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orbit above the Earth’s equator, could remain fixed relative to a specific location on the
Earth’s surface, providing continuous coverage for communication purposes. The realiza-
tion of Clarke’s vision took a significant step forward with the launch of the first artificial
satellite, Sputnik, by the Soviet Union in 1957 [24]. Although Sputnik did not have direct
telecommunication capabilities, its launch demonstrated the feasibility of placing objects
in orbit around the Earth and opened the door for future satellite-based communication
systems. Following the launch of Sputnik, the development of satellite communication
systems progressed rapidly. In 1962, the first active communication satellite, Telstar 1, was
launched into space. Telstar 1 enabled the transmission of television signals, telephone
calls, and other data across the Atlantic Ocean, demonstrating the potential of satellite
communication for global connectivity [25].

Since then, numerous satellites have been launched into various orbits, including GEO,
MEO, and LEO, to support telecommunication services [26]. For example, the Interna-
tional Maritime Satellite Organization (INMARSAT) operates four geostationary satellites
at different orbital positions, to provide global coverage to around 97% of the Earth’s
surface [27] [Section 1.1.3] . Other examples of GEO satellite systems include Interna-
tional Telecommunications Satellite Organization (Intelsat), Société Européenne des Satel-
lites (SES), Communications Satellite Corporation (Comsat), European Telecommunica-
tions Satellite Organization (Eutelsat), and Canadian Telecommunications Satellite (Telesat).
These satellite operators deploy GEO satellites to provide a wide range of communication
services, including television broadcasting, broadband internet access, and telecommunica-
tion services.

Despite offering worldwide continuous coverage by maintaining a stationary position
over a particular area in a synchronized orbit, GEO satellites face restricted data rates.
Furthermore, the significant delay in signal propagation resulting from their high altitude
introduces noticeable latency and hence adversely affects real-time applications. This
prompted the idea of providing global wireless coverage through LEO satellites, which
was first considered in the 1990s. In 1993, Motorola launched the Iridium constellation,
which consists of 66 LEO satellites that formed a mesh network [27,28]. In this mesh
network, signals were relayed between satellites and eventually reached their intended
destinations on Earth. The Iridium system was designed to provide mainly voice services,
as well as low-rate data services up to 10 kbps [27] [Section 1.3.3.6]. Iridium, however,
experienced financial and technical challenges due to the high cost of infrastructure devel-
opment. The high cost of service made it unattractive and expensive for users [29]. Another
early LEO constellation launched to provide global satellite communications coverage
was Globalstar, which initially comprised 48 satellites [30]. The company began offering
customers mobile voice and data services worldwide in 2002. The data rate provided by
the first Globalstar system was around 9.6 kbps and allowed voice calls, short messaging,
and limited data transfer. Similar to Iridium, its success was limited. Another early LEO
constellation example is Teledesic, which ceased operations in 2002 [31] [Section 1.13].

The first-generation LEO satellites mainly failed, due to their inability to meet expec-
tations. First of all, there was a limitation on the capacity of the early LEO satellites, both
in terms of simultaneous users and the amount of data they were capable of handling.
For example, the data rate provided by the Iridium system was limited to 10 kbps. This
data rate was also shared among multiple users connected to the system [26] [Section 7.2].
In addition, the whole Iridium system of 66 LEO satellites could only serve thousands of
users worldwide. Due to their inherent limitations, they could not support many users
with high-speed and reliable communications services. Coverage areas were often limited
to specific regions or countries.

As a rebirth of NTNs, various companies have recently launched LEO mega satellite
constellations, e.g., Starlink, Kuiper, and OneWeb, which can be considered a second
generation. Starlink, a project led by SpaceX, plans to deploy thousands of small satellites
in LEO at an altitude of 550 km [32], creating a vast network that will cover a large part of
the planet and communicate with other satellites and ground stations. Starlink will offer
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download speeds ranging from 25 to 220 Mbps. Most users are expected to experience
speeds exceeding 100 Mbps. Upload speeds will fall within the range of 5 to 20 Mbps.
Latency is expected to be between 25 and 60 ms on land, while certain remote locations
such as oceans, islands, Antarctica, Alaska, and Northern Canada may encounter latencies
of more than 100 ms [33]. As of December 2021, Starlink has launched 1969 satellites,
serving 140,000 users in 20 countries, and is planning to extend this to a total of 42,000 LEO
satellites before the end of this decade [34].

Another mega-constellation under planning is Amazon Kuiper [35]. This constellation
is designed to consist of 3236 satellites deployed in LEO altitudes between 590 km and
630 km. These satellites will be positioned at an altitude that is around 67 km closer to the
ground than Starlink, which is expected to result in a relatively lower latency. In terms
of data rate, it has been reported that Kuiper customer terminals could reach a speed of
400 Mbps, with expectations for further improvements in future versions [36].

The OneWeb LEO satellite constellation [37] consists of 648 satellites positioned approx-
imately 1200 km above Earth. The constellation is designed to primarily serve businesses,
governments, phone network operators, and clusters of communities, rather than individ-
ual domestic customers. OneWeb utilizes optical inter-satellite communication systems [38],
which allow for efficient communication between the satellites in the constellation, enhanc-
ing the network’s overall performance [38]. The access strategy of the gateway stations in
OneWeb’s constellation is relatively more complex, due to the repeated coverage of the
same gateway station by multiple satellites [39].

The deployment of mega satellite constellations by these companies represents a
significant advancement in the field of telecommunications. By leveraging the advantages
of satellites in LEO, such as low latency and global coverage, these constellations have the
potential to revolutionize internet connectivity and extend cellular services to previously
underserved areas. As technology continues to evolve, it is expected that more companies
and researchers will join the effort.

1.2. Airborne Nodes

In addition to space nodes, aerial NTN nodes in the form of UAVs and HAPSs can be
deployed based on the intended coverage and operation altitude requirements. Rotary-
wing UAVs in different form factors are already available from different manufacturers
and cover lower altitudes, typically up to a few kilometers. For example, base stations
can be mounted on rotary-wing UAVs to provide wireless access, e.g., Nokia F-Cell [40]
and AT&T’s Cell on Wings (COW) [41]. The Nokia F-Cell system consists of a 64-antenna
massive Multiple-Input Multiple-Output (MIMO) system that is used to create eight beams.
It can handle multiple channels simultaneously and achieve a system throughput rate of
about 1 Gbps over existing Long-Term Evolution (LTE) networks [40]. AT&T’s COW is
a tethered UAV that provides cellular coverage across around 100 km2 area [42]. Their
primary purpose is to serve as a cellular and data bridge to the internet for AT&T’s First
Responder “FIRSTNET” network, ensuring critical connectivity in disaster areas [43].

Advances in autonomous avionics and composite materials have also made possible
the development of lightweight and long-endurance HAPSs for operation in the strato-
spheric layer, at altitudes of 17–22 km. In comparison to LEO satellites, they can provide a
much lower latency and have the potential for a higher data rate capacity delivered per
unit area. HAPS can be also seen as more environmentally friendly solutions compared
to satellites. For example, it was discussed in [44] that the increasing number of LEO
mega-constellations increases the risk of collisions and may result in space debris. By virtue
of their operation, HAPS avoid such disadvantages associated with LEO satellites. HAPSs
also have lower launch and recovery costs than satellite systems and are more cost-effective
solutions. By achieving higher data rate capacities per unit area, HAPS are able to deliver
enhanced communication and data transmission capabilities to specific target regions,
due to their smaller footprints. Moreover, HAPSs provide a lower latency by being much
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closer to the Earth’s surface, reducing signal travel times and allowing faster responses for
real-time applications.

Recent examples of aerostatic HAPS include the Thunderhead Balloon [45], Google’s
Loon [46], and Sceye [47]. Raven Aerostar has developed the Thunderhead Balloon, which
is an aerostatic HAPS. These are polyethylene-made, pumpkin-shaped super-pressure
balloons available in multiple sizes. They have a volume ranging from 1812 to 11,327 m3

and can achieve flight altitudes between 15 and 20 km for the smaller models and between
22 and 28 km for the larger ones [48]. They have a payload capacity of around 55 kg,
i.e., they can typically carry communication equipment, cameras, and other sensors for
various monitoring and data-gathering purposes. For maintaining a stable position in the
stratosphere, the balloon is equipped with sophisticated navigation and control systems.

As another example, the Loon project (developed by Google X) was intended to
provide internet access to remote and rural areas by means of balloons at an average
altitude of around 20 km. The payload of Loon is in the range of 10 kg and it has a flying
time that surpasses 100 days [49–51]. These balloons were maneuvered by adjusting their
altitude in the stratosphere based on wind data. Project Loon was terminated in January
2021, due to technical and operational challenges.

Renewed interest has arisen in the development of solar-powered aerodynamic HAPS
with extended flight endurance. Recent examples include Facebook’s Aquila [52], Air-
bus’s Zephyr [53], Softbank’s Sunglider [54], Korea Aerospace Research Institute (KARI)
EAV-3 [55], High Altitude Long Endurance Unmanned Aerial System (HALE-UAS) [56],
High Altitude Long Endurance (HALE)-Persistent High Altitude Solar Aircraft (PHASA)
(PHASA-35) [57], and Skydweller Aero [58], These are powered by solar energy harvested
through solar panels attached to the top of their wings. Secondary batteries are charged in
daylight to power overnight flights.

Aquila was a highly ambitious and experimental Facebook project initiated in 2014.
Facebook Aquila had a wingspan roughly the same as a Boeing 737 and weighed only
around 400 kg. In order to power its four electric motors, solar cells were placed on the
upper surface of the wing. Batteries were used for energy storage during night flights,
accounting for half the aircraft’s weight. The goal was to achieve continuous flight in the
stratosphere for up to 90 days, providing internet access to an 80 km radius area below
its flight path. In June 2018, Facebook halted the internal development of Aquila, despite
successful test flights, and decided to focus instead on broadband connectivity projects in
collaboration with Airbus. Aquila’s legacy continued through partnerships and test flights
with Airbus’s Zephyr. In 2022, the Airbus Zephyr S successfully completed a test flight
lasting an impressive 64 days, covering various states and countries [59].

Table 2 gives an overview of various space-borne and airborne communication systems,
including GEO, MEO, LEO, HAPSs, and UAVs. The table outlines key factors such as
altitude, latency, Earth coverage, number of required satellites/airborne nodes for coverage,
advantages, disadvantages, and other characteristics. It highlights the varying degrees of
deployment complexity, mobility and flexibility, coverage duration, payload capacity, and
applications of these communication platforms.

1.3. Connectivity Technologies

As discussed earlier, NTN nodes have the potential to support both wireless access
and backhauling. While the onboard base station provides wireless access for end users,
the backhauling link connects the airborne/space-borne base station to the core network.
For wireless access, the typical choice before 5G cellular systems was the use of the sub-
6 GHz spectrum. In 5G cellular systems, the MMW spectrum in the range of 24 GHz
to 40 GHz is also utilized. In particular, World Radiocommunication Conference (WRC)
(WRC-19) agreed that the ranges 24.25–27.5 GHz and 37–43.5 GHz should be globally
tagged for 5G. Spectrum allocations for the MMW band are in the range of 400 Mhz and
800 MHz. Emerging applications such as extended reality and hologram type communi-
cation put further pressure on the required data rates, in the order of terabits per second.
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This has motivated the exploration of the Terahertz (THz) spectrum as a possible candidate
for 6G, where large contiguous bandwidths of several GHz are available.

Radio links that operate in the microwave and MMW bands (7 GHz to 40 GHz) are
widely used for terrestrial backhauling and can also be customized for airborne back-
hauling. With its high data rate comparable to fiber optics and its ability to operate in
an interference-free optical spectrum, Free-Space Optical (FSO) communication is ideally
suited for backhauling needs in NTNs. FSO technology is based on the modulation of laser
diode light intensity and involves transmitting unguided optical signals at infrared wave-
lengths. Commercial FSO links utilize Intensity Modulation/Direct Detection (IM/DD),
allowing data rates ranging from 10 to 30 Gbps per wavelength. FSO links can attain
aggregate data rates in the terabits per second range by implementing wavelength di-
vision multiplexing. In Table 3, we present a comparison of Radio Frequency (RF) and
FSO solutions.

Table 2. Comparison of satellite and aerial technologies—altitude, latency, coverage, required nodes,
applications, advantages, disadvantages, stationary status.

Technology GEO MEO LEO HAPS UAVs

Altitude ≈ 35,786 km [60] ≥2000 km [60] ≈160–2000 km [60] ≈17–22 km ≤17 km

Latency 600–800 ms [61] 125–250 ms [61] 30–50 ms [61] ≤30 ms ≤30 ms

Coverage Global/Very Large Global/Very Large Global/Very Large Regional/Large Local

Number of Required
Nodes

• A single GEO
satellite can cover a
large portion of the
Earth’s surface.

• Multiple (typically
between eight and
twenty [62]).

• Large constellation
for global coverage
(hundreds to
thousands) [32].

• Depends on the
intended coverage
area.

• Depends on the
intended coverage
area.

• Near-global
coverage with
overlapping
footprints can be
achieved by a few
GEO satellites
(Generally 3 or
4) [27] [Section 1.1].

• The coverage
radius of a single
MEO satellite at an
altitude of 20,000 km
would be
approximately
10,000 km.

Applications
Broadcasting,
Weather monitoring,
Communication, GPS

Navigation, Weather
forecasting, GPS,
and Communication

Earth observation,
Remote sensing, GPS,
Communication,
and Astronomy

Communication,
Surveillance,
and Monitoring

Surveillance,
Monitoring,
and wireless access.

Advantages

• Wide coverage
area.

• Lower latency than
GEO.

• Relatively low
latency.

• Lower latency than
satellites. • Rapid deployment

• Stationary over a
fixed point on Earth.

• Higher capacity
than GEO.

• Lower cost than
GEO/MEO.

• Lower cost than
satellites.

• Flexibility in
coverage.

• Better coverage
than LEO.

• Flexible
deployment.

• Lower cost than
satellites.

Disadvantages
• High latency. • Moderate latency • Limited coverage

per satellite.
• Limited payload
capacity • Limited endurance

• Limited capacity. • Less coverage than
GEO.

• Requires large
constellation for
global coverage.

• Restricted coverage
area

• Limited coverage
area.

• High cost. • Frequent
handovers.

• Affected by
weather conditions.

Flexibility None Limited Limited High High

General Payload
Capacity High Moderate Limited Limited Limited

Endurance Years Years Years Several
weeks/months Several hours to Days
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Table 3. Comparison of RF and FSO technologies for backhauling.

Comparison Factors RF Optical

Bandwidth Hundreds of MHz to several GHz [63]. Tens of GHz per wavelength.

Interference Prone to interference from electromagnetic waves. Immune to RF interference.

Regulatory Requirements Requires licenses and compliance with regulatory
guidelines.

Operates in the unregulated optical spectrum, elimi-
nating the need for spectrum licenses and reducing
regulatory constraints.

Multipath Interference Subject to multipath interference due to reflections,
diffractions, and scattering.

Highly directional laser beam, resulting in better sig-
nal integrity and reliability.

Movement-Induced Issues Less susceptible to pointing errors and movement-
induced issues.

Highly susceptible to pointing errors, which can im-
pact signal stability, especially in adverse weather
conditions or moving platforms.

Security Vulnerable to eavesdropping and interception. It offers higher security with narrower beams that are
difficult to intercept.

Latency Both RF and optical signals propagate through the Earth’s atmosphere at nearly the same speed, close to the speed
of light in a vacuum [64].

Installation Complexity Relatively simpler installation. Installation may be complex, requiring precise align-
ment and considerations for weather conditions.

Cost Often lower initial setup costs.
May have higher initial setup costs due to specialized
equipment, alignment requirements, and tracking sys-
tems.

Scalability Easily scalable with additional equipment. Scalability may be limited by atmospheric conditions
and LoS requirements.

Data Rate Typically, lower data rates compared to optical. Offers higher data rates, especially for point-to-point
communication.

Reliability RF technology can be reliable in various environmen-
tal conditions.

Weather conditions, such as fog or rain, can affect
reliability, leading to signal degradation.

FSO communication has been extensively studied in the literature [65–74]. Most of
the earlier works were limited to terrestrial networks. A comprehensive overview of FSO
communication systems was presented in a survey by Khalighi and Uysal [65]. Among the
topics discussed in [65] were advanced modulation, channel coding, spatial/cooperative
diversity techniques, adaptive transmission, and hybrid RF/FSO systems. Kaushal and
Kaddoum [66] presented a review of FSO use in space, discussing ground-to-satellite,
satellite-to-ground, and intersatellite communication systems. A discussion of acquisition,
tracking and pointing mechanisms for FSO communications was presented by Kaymak et al.
in [67]. The mechanisms were categorized according to their working principles, use cases,
and mechanics. The advantages and disadvantages of each were also discussed. In [68], Al-
imi et al. provided a tutorial on fronthauling for cloud radio access networks and presented
FSO systems as a possible fronthaul solution. In [69], Hamza et al. presented a survey on
FSO systems classifying them based on several factors, including the environment, cover-
age, availability of Line of Sight (LoS), mobility, and link distance. Le et al. [70] provided
another survey and discussed various FSO communication scenarios, including terrestrial,
cooperative, multi-hop relaying, hybrid RF/FSO, satellite/aerial, and deep space, as well
as discussing cross-layer design frameworks for link-layer retransmission protocols in FSO
communication networks.

The rest of this paper is organized as follows: In Section 2, we present the fundamen-
tals of FSO signal transmission. In particular, we discuss geometrical loss, atmospheric
attenuation, turbulence-induced fading, and pointing errors, which are critical for deter-
mining received signal levels. In Section 3, we present FSO-based backhauling for NTNs.
In Section 4, we discuss open research problems and provide concluding remarks.

2. Fundamentals of FSO Signal Transmission

The quality of a FSO signal is influenced by various factors, including geometrical
loss, atmospheric attenuation, turbulence-induced fading, and losses due to pointing errors.
Each of these will be elaborated in the following sub-sections.
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2.1. Geometrical Loss

Geometrical loss refers to the loss of optical power or signal strength due to the
spreading of an optical beam as it propagates through space. The intensity profile of a
typical laser output is characterized by a bell-shaped curve, i.e., a Gaussian beam, with the
highest intensity at the center and gradually decreasing towards the edges. The beam has a
symmetric shape and is typically described by its beam waist or beam radius, representing
the minimum beam diameter point along its propagation path. The geometrical loss of a
Gaussian beam is primarily governed by the beam divergence and the distance traveled.
As illustrated in Figure 2, when a beam propagates, it spreads due to diffraction, resulting
in an increase in the beam diameter. This spreading leads to a decrease in optical power
density, causing a geometrical loss.

 

  

𝜃1 2Τ = 𝜃/2 

ሺ1 𝑒2Τ ሻ𝐼∘ 𝐼∘ 

𝑧 

𝑤ሺ𝑧ሻ 

Figure 2. Geometrical loss for a Gaussian beam.

The geometrical loss of a Gaussian beam can be approximated by [75]

hGaus ≈
[

1− exp
(
− 2

ω2(z)
a2

r

)]
, (1)

where ω(z) is the beam half width (i.e., the truncated radius at distance z) and ar is the
radius of a circular photodetector. Beam half width is defined at the distance z as the
distance from the point of the maximum intensity (I◦) to the point where the level of the
optical intensity decreases to 1/e2 of the maximum intensity, i.e.,

(
1/e2)I◦. Mathematically

speaking, this is given by

w(z) = z tan(θ1/2), (2)

where θ1/2 = θ/2 is a half width transmitter beam divergence angle. For the case of
ar << ω(z), we can use exp(x) ∼= 1 + x and simplify Equation (1) as

hGaus = 2
a2

r
ω2(z)

· (3)

At longer distances, waves have a tendency to exhibit a plane wave characteristic
in the detection area. In this case, the geometrical loss is simply determined using the
ratio between the detector’s area (Ar) and the area of the received spot, also known as the
illuminated area (Ab). Mathematically speaking, we can write [76] [Equation (3.78)]

hPlane =
Ar

Ab
=

D2
r

D2
b
=

D2
r

(Dt + zθ)2 , (4)

where Dr is the photodetector’s diameter, Dt is the transmitter’s aperture diameter, Db
is the diameter of the received beam, and θ ∼=

√
16/Gt is the full-width beam diver-

gence angle (see Figure 3), with Gt= 4πAt/λ2 denoting the transmitting gain. Here,
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At = πa2
t = π(Dt/2)2 is the area of the transmit aperture with at denoting the radius of

the transmit aperture.

 

tD
tDz

/ 2z

bD

2

2
/ 2z

Figure 3. Geometrical loss under the assumption of plane wave approximation.

In the following, we assume a wavelength λ = 1550 nm, transmit/receive aperture
diameters of Dr = Dt = 10 cm, and present the geometrical loss for various transmission
distances based on Equation (4) in Figure 4. It can be observed that geometrical losses
for terrestrial links (which typically span a transmission distance between 100 m and
10 km) are in the range of 0 to 9.5 dB. For HAPS with an operation altitude of 20 km, the
geometrical loss increases to 13.88 dB. For a LEO satellite with a maximum altitude of
2000 km, the geometrical loss reaches 51.95 dB. For a GEO satellite, it becomes 77.03 dB.
Therefore, to mitigate the adverse effects of geometric loss in a satellite link, transmitting
telescopes are utilized in practice to reduce beam divergence.

Geometrical loss depends on the wavelength and increases as the wavelength in-
creases. The difference in losses between different wavelengths becomes constant as the
propagation distance increases. The difference in geometrical loss can be represented by
10log10

(
λ2

1/λ2
2
)
, with λ1 and λ2 representing two different wavelengths under considera-

tion. For λ1 = 1550 nm and λ2 = 850 nm, the difference in geometrical loss is about 5.2 dB;
see the constant shift between blue and red lines in Figure 4.
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Figure 4. Geometrical loss versus transmission distance for different wavelengths.

2.2. Atmospheric Attenuation

Light propagation through any medium is affected by three interactions, known as
absorption, scattering, and emission. Radiative transfer functions describe these inter-
actions [77,78], where light intensity during propagation is affected by losses caused by
extinction (i.e., absorption and scattering) and gains caused by emission. Absorption de-
scribes the fact that by interacting with the particles and molecules in the medium, part
of the energy in the light beam can be converted into another form of energy, such as
heat. Scattering describes the fact that light beams deviate from their straight paths due
to particles in the media they pass through. It should also be considered that a particle
may emit radiation when it interacts with the light beam. This phenomenon is known as
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emission and describes this gain. In addition, emission may refer to the radiation radiated
back after absorption.

In the event of no or negligible gains from emission, the light intensity during its
propagation in a particular medium is only subject to losses due to absorption and scattering.
If so, the radiative transfer function can be expressed as a simple First-Order Linear
Ordinary Differential Equation (FOLODE). The Beer–Lambert law provides a solution to
the FOLODE and, accordingly, the attenuation coefficient, also referred to as transmittance,
can be written as [79–81]

ha ≈ exp(−γ(λ) zkm), (5)

where γ(λ) is the extinction coefficient per km and zkm is the propagation distance in km.
The Beer–Lambert law is commonly used in the literature to model path loss in

FSO communication systems [82]. A critical issue is the selection of a proper extinction
coefficient to accurately model given atmospheric conditions. As listed in Table 4, there
are some well-known models, such as Kruse [79], Kim [80], and Al Naboulsi [81] used to
describe the fog extinction coefficient. Fog models are also used for cloud attenuation, based
on the argument that fog is a type of cloud [83,84]. Additionally, extinction coefficients
for rain and drizzle are obtained based on data fitting to experimental results at different
geographical locations [85,86].

Table 4. Models for fog extinction coefficients.

Models Wavelength Visibility

Kruse Model 785 and 1550 0 m to more than 50 km

Kim Model 785 and 1550 0 m to more than 50 km

Al-Naboulsi 400- to 1500 50 m to 1000 m

Before presenting the results of attenuation loss, we need to emphasize that, while
both attenuation and geometric loss contribute to signal degradation, they may operate
over different distances. For example, in a satellite-ground link, geometric loss affects the
signal strength over the entire link distance. On the other hand, the attenuation caused
by atmospheric factors primarily influences the signal strength within relatively short
distances, typically over the transmission range where rain, fog, clouds, etc. exist.

In Figure 5, we first present the attenuation loss versus distance for clear weather
conditions using Equation (5), where the visibility takes very large values. The extinction
coefficient is computed utilizing Kim’s model and a visibility of V = 50 km [80] is assumed.
We consider a propagation distance of up to zkm= 20 km, aligning with the understanding
that losses with clear weather conditions typically occur within the troposphere. We
can observe that the attenuation losses are 1.07 dB, 2.14 dB, 3.21 dB, and 4.28 dB for
zkm= 5 km, 10 km, 15 km, and 20 km assuming λ = 785 nm, respectively. These drop,
respectively, to 0.44 dB, 0.88 dB, 1.32 dB, and 1.76 dB for λ = 1550 nm. This indicates that
higher wavelengths bring lower attenuations. Compared to geometrical loss (see Figure 4),
the losses in clear weather conditions are observed to be very small and can therefore be
neglected in most cases.

To investigate the impact of fog on signal propagation, it is crucial to consider the
orientation of the connections, whether they are vertical or horizontal. While the horizontal
link distance in a terrestrial FSO link may span a considerable length, the vertical distance
experienced by an airborne link is constrained by the thickness of the fog. It can be also
noted that the link between the ground and the airborne node may take the form of a
slant link. In such cases, the propagation distance through the fog exceeds its thickness,
which ranges from just a few meters above the ground to several hundred meters high,
depending on the specific atmospheric conditions and the type of fog. The vertical extent
of fog is influenced by factors such as temperature, humidity, wind, and local topography.
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In summary, the propagation distance through fog is influenced by both thickness and the
elevation angle.
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Figure 5. Attenuation loss versus transmission distance for clear weather conditions (V = 50 km).

In Figure 6, we present the attenuation losses associated with fog based on Equation (5),
considering a propagation distance up to 10 km. The extinction coefficient is calculated
using Kim’s model, considering visibility values of V = 1 km and V = 4 km. It is observed
that fog has a significant impact. For example, at a wavelength of λ = 1550 nm and visi-
bility of V = 4 km, the attenuation losses are recorded as 1.54 dB, 7.69 dB, and 15.39 dB
for distances of 1 km, 5 km, and 10 km, respectively. These values further increase for
λ = 785 nm and reach 3 dB, 14.99 dB, and 29.97 dB for the same distances. The differ-
ence in attenuation loss as a result of wavelength can be written using Equation (5) as
10 log10(exp([γ(λ1)− γ(λ2)] zkm)) = [γ(λ1)− γ(λ2)] zkm/ln 10. For example, consider
λ1 = 1550 nm and λ2 = 850 nm. Attenuation coefficients are calculated using Kim’s model
as γ(λ1) = 2.330 dB/km and γ(λ2)= 3.147 dB/km, assuming a visibility of V = 1 km.
The difference in attenuation loss is then calculated as 17.73 dB and 35.46 dB, respectively,
at propagation distances of 5 km and 10 km (See Figure 6a).
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Figure 6. Attenuation loss versus transmission distance for foggy weather conditions with visibilities
of (a) V = 1 km, (b) V = 4 km.

To model the effect of rain, various empirical models have been proposed in the
literature, including the Japan Model [87], France model [87], Widespread rain model [85],
and Orographic rain/drizzle model [85]. In each of these models, the rain extinction
coefficient is represented as γ = aRb, where R stands for the rate of rainfall in millimeters
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per hour (mm/h) (1 mm rainfall indicates that this area is filled with water of height 1 mm.
In other words, 1 mm of rain is 1 L per square meter.), and a and b are model parameters
obtained through data fitting from experimental results (see Table 5). These experiments
were conducted in various geographical locations. It is evident that the values of a and b
differ between locations, owing to variations in rain characteristics, such as droplet size,
which can vary across different areas of the Earth.

Table 5. Rain model parameters.

Model Name k α

Japan 1.58 0.63

France 1.076 0.67

Widespread rain 0.25 0.63

Orographic rain/drizzle 1.20 0.33

In Figure 7, we investigate the impact of rain-induced signal losses on vertical/slant
links, which are constrained by both the cloud’s altitude and the elevation angle of the
beam. It is important to note that the cloud bottom is positioned a few hundred meters
above the sea surface. Hence, the results presented in the figure are based on propagation
distances of up to 500 m. Although the rain rate can potentially reach 50 mm/h, it typically
remains below 10 mm/h in most geographical locations [88]. We present the results for
rain rates of up to 10 mm/h to account for this.

From Figure 7a, it is evident that the losses resulting from rain remain relatively
small across all geographical locations. For instance, the highest loss among all the rain
models, assuming a distance of 100 m, is 2.93 dB, as observed in the Japan model. This
model serves as the upper limit for rain losses, explaining its widespread usage in the
literature. As expected, the losses increase as the distance between the transmitter and
receiver increases. For instance, using the France model and assuming a high rain-rate,
the loss of 2.93 dB at a propagation distance of 100 m jumps to 8.78 dB and 14.63 dB for
distances of 300 m and 500 m, respectively. Considering that rain rates are less than 3 mm/h
in most practical cases [88], the losses for a typical propagation distance through rain in
vertical/slant links (i.e., a few hundred of meters) are not expected to exceed 7 dB.

Several observations can be made upon comparing the losses caused by fog and rain in
Figures 6 and 7. First, in conditions of very low visibility, the attenuation losses attributed to
fog can significantly impact system performance. In the presence of dense fog, attenuation
can reach hundreds of dBs. In moderate visibility and clear weather conditions, the losses
are typically a few dBs, which are comparable to the losses caused by rain. It can also be
noted that rain-induced losses are wavelength independent, whereas fog-induced losses
are wavelength dependent, with higher wavelengths experiencing less attenuation.

So far, we have discussed attenuation loss and geometrical loss, which basically
determine the average received power in an FSO communication system. There are other
parameters that can affect the instantaneous received power, which will be discussed in
detail in the following subsections.

2.3. Turbulence-Induced Fading for Airborne Nodes

Turbulence refers to the irregular and random motion of air caused by various factors
such as wind, temperature variations, and atmospheric pressure changes. This motion leads
to fluctuations in the refractive index of air. When an optical beam propagates through
a turbulent medium, it experiences distortion and scattering due to random fluctuations
in the refractive index. The effects of turbulence can be particularly pronounced in long
link distances.
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Figure 7. Rain attenuation for propagation distances of (a) 100 m, (b) 300 m, and (c) 500 m.

As demonstrated in Figure 8, there are two primary effects of turbulence on optical
beam propagation. The foremost effect is scintillation, which refers to the rapid and
random fluctuations in the received intensity known as fading. In addition to scintillation,
turbulence also introduces beam wandering and beam broadening. Beam wander refers
to the lateral displacement of the beam center caused by the turbulent motion of the air.
As the beam propagates through the turbulent atmosphere, it may shift its position in a
random manner. On the other hand, beam broadening refers to the spreading of the beam’s
spatial profile due to the scattering and diffusion caused by turbulence. This results in a
larger receiver beam size (i.e., additional geometrical loss).
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Figure 8. Effects of atmospheric turbulence.

The refractive index structure parameter C2
n is a measure of the strength of the fluctua-

tions in the refractive index. In order to model accurate turbulence in vertical/slant FSO
links for airborne nodes, it is important to know how the refractive index structure constant
(C2

n) changes with altitude. The atmosphere is not uniform with respect to altitude but has
variations in both temperature and pressure. However, the change in temperature with
altitude decreases as we move away from the Earth’s surface. Accordingly, different models
for C2

n have been presented based on experimental measurements carried out at different
geographical locations, different months, and/or different times in the day, to represent
how the refractive index structure constant changes with altitude and time [66,89–96]. It
can be seen from these models that the turbulence is more dominant in the first 2 km close
to the Earth’s surface, decreases with altitude, and almost vanishes before reaching an
altitude of 10 km. Among the available models of the refractive index structure constant,
the SLC model [95,96] is applicable for both day and night conditions, covering altitudes
up to 20 km. According to this model, the refractive index as a function of altitude (h) is
given by

C2
n(h) =





1.70× 10−14 , 0 m ≤ h < 18.5 m
3.13× 10−13h−0.99836 , 18.5 m ≤ h < 243 m
1.30× 10−15 , 240 m ≤ h < 880 m
8.87× 10−7h−3 , 880 m ≤ h < 7216 m
2.00× 10−16h−0.5 , 7216 m ≤ h < 20000 m

, Daytime



8.40× 10−15 , 0 m ≤ h < 18.5 m
2.87× 10−12h−2 , 18.5 m ≤ h < 107 m
2.5× 10−16 , 107 m ≤ h < 1525 m
8.87× 10−7h−3 , 1525 m ≤ h < 7216 m
2.00× 10−16h−0.5 , 7216 m ≤ h < 20000 m

, Nighttime

(6)

Various statistical models have been proposed in the literature to model the irradi-
ance statistics, including Rician–Lognormal (RLN) distribution, Málaga (M) distribution,
Double Generalized Gamma (DGG), distribution, K distribution, negative exponential dis-
tribution, I − K distribution, Nakagami-m distribution, Weibull distribution, and Rayleigh
distribution [97]. The most commonly used model is the lognormal distribution. This
is often employed for weak turbulence conditions or short-range FSO links, due to its
good agreement with experimental measurements. Its physical interpretation is based
on modeling the atmosphere as a sequence of successive layers, each composed of thin
slabs. As the optical field passes through each slab, it encounters random variations in both
amplitude (αk) and phase. Let za represent the amplitude of the turbulence coefficient. We
can express this as za = ∏K

k=1 αk, indicating that ln(za) = ∑K
k=1 ln αk follows a Gaussian

distribution. The intensity of an optical wave (I) is a measure of the energy per unit area
carried by the wave. It is proportional to the square of the amplitude of the electric field,
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i.e., I = z2
a, leading to 0.5 ln(I) = ∑K

k=1 ln αk. The Probability Density Function (PDF) of I
can then be expressed as [97] [Section 9.2.1.2]

f I(I) =
1

I
√

2πσ2
exp

(
− (ln(I)− µ)2

2σ2

)
, I > 0 (7)

where µ = 2µx and σ2 = 4σ2
x . Here, µx and σ2

x denote, respectively, the mean and variance
of the log-amplitude coefficient X = 0.5 ln(I). The second moment of the fading coefficient
represents the average change of the received power. Utilizing E

[
Ik
]
= exp

(
kµ + 0.5k2σ2),

the second moment can be written as E
[
I2] = exp

(
2µ + 0.5k2σ2) = exp

(
4µx + 8σ2

x
)
. In or-

der to keep the average power value unchanged, the fading amplitude is normalized,
such that E[I] = 1. This implies µx = −σ2

x . The average change in the received power
due to turbulence assuming a lognormal fading channel can be written as LTur,LN =
10log10

(
exp

(
4σ2

x
))

= (40/ln 10)σ2
x · Utilizing the relation between log-amplitude variance

and a scintillation index of σ2
x = 0.25 ln

(
1 + σ2

s
)
, the average variation in received power

due to turbulence-induced fading can be formulated as

LTur,LN = 10 log10

(
1 + σ2

s

)
· (8)

There are scenarios involving moderate to strong turbulence, where the scintillation
index exceeds unity, leading to more pronounced turbulence effects, where lognormal
cannot fit the statistical distribution of turbulence-induced fading. Accordingly, alterna-
tive models capable of accommodating a broad range of turbulence conditions have been
proposed [97] over the years. A widely adopted model is gamma–gamma fading. In accor-
dance with modified Rytov theory, irradiance fluctuations can be modeled as the product
of two random variables, one of which is generated by small-scale turbulent eddies (Ix)
and the other by large-scale turbulent eddies (Iy). Experimental data have shown that each
variable follows a gamma distribution. This results in the PDF of I = Ix Iy, to follow the
well-known gamma–gamma distribution [97] [Section 9.2.1.4] and given as

f I(I) =
2(αβ)(α+β)/2

Γ(α)Γ(β)
I((α+β)/2)−1Kα−β

(
2
√

αβI
)

, (9)

where Γ(·) and Kv(·) are the gamma function and modified Bessel function of the second
kind with order v. In (9), α and β are the effective number of large-scale and small-scale cells
of the scattering process, respectively. It can be readily verified that the second moment
of the fading coefficient, which represents the average change in the signal power, is
given by E

[
I2] = (1 + 1/α)(1 + 1/β). Under plane wave approximation, these values are

connected to the Rytov variance through

α =

exp

 0.49σ2
R(

1 + 1.11σ12/5
R

)7/6

− 1


−1

· (10)

β =

exp

 0.51σ2
s(

1 + 0.69σ12/5
s

)5/6

− 1


−1

· (11)
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The average variation in received power due to induced turbulence is then calcu-
lated as

LTur,GG =
10

ln 10

 0.49σ2
R(

1 + 1.11σ12/5
R

)7/6 +
0.51σ2

R(
1 + 0.69σ12/5

R

)5/6


= 10 log10

(
1 + σ2

s

)
·

(12)

where σ2
s is given by

σ2
s = exp

 0.49σ2
R(

1 + 1.11σ12/5
R

)7/6 +
0.51σ2

R(
1 + 0.69σ12/5

R

)5/6

− 1· (13)

The gamma–gamma model is particularly useful for moderate to strong turbulence
conditions or long-range FSO links. Even in the presence of strong turbulence, it is interest-
ing to note that the statistical distribution of the received optical power in FSO links tends to
have a lognormal behavior [98,99]. This is due to the effect of aperture averaging. Aperture
averaging refers to the spatial averaging effect that occurs when the receiver’s aperture
size is much larger than the size of the turbulent eddies. In particular, the incident optical
wavefront becomes distorted due to atmospheric fluctuations, causing intensity variations
at different points in the receiver aperture. However, when these intensity fluctuations
are averaged over the receiver aperture, the resulting distribution tends to converge to a
lognormal distribution.

To quantify the losses associated with turbulence, precise calculations of the Rytov
variance are required. In such calculations, it is important to take into account that at-
mospheric turbulence affects the propagation of optical beams differently in uplink and
downlink scenarios. In an uplink scenario, the optical signal is transmitted from the Earth’s
surface towards a satellite or distant target, and the beam encounters turbulence along
its path. The strength of turbulence generally increases closer to the Earth’s surface and
decreases with altitude. Consequently, the beam begins to experience distortion nearer
to the transmitter, causing the rays to deviate closer to the transmitter. In the downlink
scenario, the optical beam is transmitted from a higher altitude, where the turbulence
strength is typically lower or negligible, towards the Earth’s surface. As the beam propa-
gates downward, it starts to encounter turbulence, as it gets closer to the receiver. In other
words, while the uplink is primarily affected by turbulence at the point of transmission
when the signal is strong, the downlink signal is affected by turbulence when it is relatively
weak and closer to the receiver.

Assuming a downlink atmospheric channel and a Gaussian beam, the Rytov variance
of the vertical link is approximated as [100]

σ2
R ≈ 2.25 k7/6

h∫
0

C2
n(ς)(h− ς)5/6dς, (14)

where k = 2π/λ is the wave number. The propagation direction cannot always be con-
sidered vertical but rather creates an angle (90− φ) with the vertical direction, i.e., the
elevation angle is φ. Therefore, the transmission distance as a function of altitude can be
written as z = h/sin(φ). Utilizing this, the formula in (14) can be modified for a slant link
where C2

n changes with altitude as (the turbulence strength may change as a result of a
change in the transmission distance, due to the movement of the UAV over the predefined
track. This small change is neglected here.)
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σ2
R ≈ 2.25 k7/6

z∫
0

C2
n(sin(φ)ς)(z− ς)5/6dς· (15)

In Figure 9, we present the losses associated with turbulence-induced fading, assuming
typical daytime and nighttime C2

n profiles. It is observed that the power losses are limited
to only a few decibels for vertical distances in the order of km. For example, the maximum
turbulence loss for a vertical link with a transmission distance of 10 km is observed at
daytime, being 3.3 dB at a wavelength of 350 nm. This drops to 1.75 dB for a wavelength of
1550 nm. In other words, higher wavelengths are less affected by turbulence.
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Figure 9. Losses due to the propagation of FSO signal through a turbulent channel at propagation
distance of (a) 0.1 km, (b) 1 km, and (c) 10 km.
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2.4. Pointing Error

Airborne FSO links are subject to pointing errors due to mobility. In certain scenarios,
such as when the spot size of the received beam is much larger than the aperture of the
detector, the effects of pointing errors can be neglected. In other words, when the received
beam can be treated as a plane wave due to its large spot size, the intensity of the beam
remains relatively constant over the detector’s aperture, resulting in reduced sensitivity to
pointing errors. This assumption holds true only when the spot size is significantly larger
than the detector’s aperture. If the spot size becomes comparable to, or smaller than, the
detector’s aperture, even minor pointing errors can cause fluctuations in the received signal
intensity, leading to potential errors and performance degradation.

Pointing errors in HAPS-to-ground FSO links arise from issues with platform stability,
tracking and feedback control, and beam divergence. Unlike HAPS, rotary-wing UAVs
operate at lower altitudes and are subject to even more significant platform movements
and fluctuations. In particular, rotary-wing UAVs rely on propulsion systems that push
air down to generate lift and maintain airborne positions. This propulsion mechanism
introduces inherent platform movements and vibrations, leading to fluctuations in the
UAV’s position, altitude, and orientation. The combination of semi-fixed positions and
dynamic motions, including yaw, pitch, and roll, can result in considerable pointing errors
that impact the alignment between the transmitter and receiver in the communication
link. These pointing errors require continuous adjustments to maintain a stable and
reliable connection. Therefore, in rotary-wing UAV-to-ground links, it becomes crucial
to implement robust tracking and stabilization systems to mitigate the effects of pointing
errors. In Table 6, we provide a comparison of various factors related to pointing errors
in HAPS-to-ground FSO links and rotary wing UAV-to-ground FSO links, in addition to
mitigation techniques.

Table 6. Pointing errors in HAPS-to-ground and rotary-wing UAV-to-ground FSO Links.

HAPS-Ground Links UAV-Ground Links

Factors /Reasons

• HAPS platforms may experience altitude variations,
or the effect of winds at high altitudes, leading to
platform movements that can cause misalignment
between the transmitter and receiver.

• Delays or inaccuracies in the tracking system can
introduce pointing errors.

• Beam wandering as a result of turbulence may result
in pointing errors.

• Rotary wing UAVs generate lift by pushing air down,
resulting in inherent platform movements, vibrations,
and fluctuations in position, altitude, and orientation,
introducing significant pointing errors.

• UAVs rely on sensors to measure their motion and
attitude, but these sensors can have inherent inaccu-
racies.

• Fluctuations in altitude and three-dimensional rota-
tions (yaw, pitch, roll) can lead to pointing errors.

• FSO beams have a finite divergence angle, meaning
that the spot of the received beam for such a rela-
tively short link may not have a uniform distribution
and may not be comparably large with the detector’s
aperture.

Mitigation techniques

• Advanced tracking algorithms and feedback control
mechanisms can help compensate for platform move-
ments and maintain accurate alignment between the
HAPS and the ground station. These systems contin-
uously adjust the beam-pointing direction to account
for any deviations.

• Using larger beam divergence angles can help de-
crease the pointing error.

• Implementing redundancy and diversity in the com-
munication system can enhance reliability.

• Multiple HAPS platforms or ground stations can be
deployed, and adaptive switching can be used to se-
lect the best-performing link based on signal quality
and pointing accuracy.

• Adaptive algorithms can dynamically adjust the
beam pointing direction in response to changing
platform dynamics and pointing errors. These al-
gorithms can help compensate for uncertainties and
improve the robustness of the link.

• Beam steering or scanning techniques widen the field
of view and increase the chances of maintaining a link
even with pointing errors. By dynamically adjusting
the beam direction within a wider range, the system
can adapt to the UAV’s movements and maintain
connectivity.

• Deploying multiple ground stations or using mul-
tiple UAVs can provide redundancy and diversity,
allowing for alternative communication paths and
improving link reliability in the presence of pointing
errors.

In terrestrial FSO links, the primary source of pointing error is building sway, where
movement can have a significant impact, primarily in one direction while being minor
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in another. This is known as single-sided pointing error [101]. In contrast, in airborne
FSO links, both x and y axes are likely to experience considerable displacement, due to
the dynamic movements of the UAV. This is known as double-sided pointing error [101].
Assuming Independent and Identical Distributed (i.i.d) Gaussian displacements along the
x and y axes with zero mean and a variance of σ2

s , the PDF of the pointing error coefficient
IP is given by [102].

f Ip

(
Ip
)
=

ξ2

Aξ2

0

Iξ2−1
p , 0 ≤ Ip ≤ A0 (16)

where A0 is the fraction of the collected power at zero displacement and ξ defines the
ratio between the equivalent beam radius and the pointing error displacement standard
deviation (i.e., σs). The second momentum of the pointing error coefficient can be calculated
as E

[
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]
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)
. Therefore, the average change in received power due to

pointing error is given by
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)
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In Figure 10, we present the power loss experienced by an FSO link due to pointing
error, based on Equation (17). It can be observed that this loss can vary significantly,
ranging from tens of decibels to small values that can be neglected. This variability is
primarily because of two key factors, namely A0 (i.e., the fraction of the collected power
at zero displacement) and ξ (i.e., the ratio between the equivalent beam radius and the
pointing error displacement standard deviation). In particular, when ξ2 surpasses a value
of 2, the power loss is mainly due to A0, because the displacement standard deviation in
this case is much smaller than the equivalent beam radius. Conversely, as ξ2 decreases,
it can become the main contribution to the power loss. For example, for A0 = 0.1, the
power loss reaches 33 dB for ξ2= 0.1. It decreases to 24.77 dB, 23.01 dB, 22.22 dB, 21.76 dB,
and 21.46 dB, respectively, for ξ2=1,2,3,4, and 5. Now assume ξ2 = 1; the power losses are
24.77 dB, 10.79 dB, and 4.77 dB, respectively, for A0 = 0.1, 0.5, and 1.
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Figure 10. Losses due to pointing error.
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2.5. Comparison of Power Loss Factors

As discussed in the previous sub-sections, there are several power losses experi-
enced in FSO links. While geometrical loss (see Section 2.1) and atmospheric attenuation
(see Section 2.2) determine the average received power, turbulence-induced fading (see
Section 2.3) and pointing error (see Section 2.4) affect the instantaneous received power
values. In this section, we present our main observations:

• For very low visibility (e.g., V = 1 km), the attenuation losses caused by fog exceed
100 dBs and will dominate all other losses. (See Figure 6a).

• In clear weather conditions, the losses are typically a few dBs, which are comparable
to the losses caused by rain, weak pointing error, and atmospheric turbulence;

• In moderate visibility, the losses are typically several dBs. These are comparable to the
power losses caused by strong pointing errors;

• The geometrical loss for distances of tens of kilometers falls within the range of losses
caused by clear weather’s atmospheric attenuation and rain. However, for satellite
links, geometrical losses can reach tens of decibels, which is significantly greater than
the rain loss (i.e., several decibels). For such long distances, it is important to consider
the combined impact of geometrical loss and strong pointing errors;

• Rain-induced losses are independent of the wavelength, whereas both fog-induced
losses and turbulence losses vary with the wavelength;

• Longer wavelengths tend to experience lower turbulence-induced losses compared to
shorter wavelengths. For all cases, the turbulence loss is a few dBs on average.

3. FSO-Based Backhauling for NTNs
3.1. Backhaul System Architectures

The specific backhaul system architecture depends on the use case. While single-layer
backhaul systems are sufficient for providing coverage in rural areas, multi-layer designs
might be required to support connectivity in urban areas where LoS links are difficult
to establish [103]. HAPS fleets operate at high altitudes on predetermined tracks (e.g.,
elliptical, circular), providing broad coverage. Rotary-wing UAVs operate at lower and
medium altitudes, complementing the HAPSs.

As an example, Figure 11 illustrates a single-layer aerial backhaul. The HAPSs follow
a circular track at a fixed speed in the stratosphere. To ensure continuous aerial coverage,
multiple circular tracks are considered. The entire coverage area of a cellular system is
divided into smaller cells, each represented by a hexagon shape. Each cell has a ground
base station that covers a specific radius. The HAPS is equipped with several steerable
laser sources, each serving as a dedicated link to a base station within its coverage area.
Additionally, it has a Pointing Acquisition-Tracking (PAT) system that enables establishing
a FSO link with the base station it serves.

Figure 12 illustrates a multi-layer backhaul system for urban areas. In addition to
HAPSs operating at high altitudes, rotary-wing UAVs are utilized in the medium- and low-
altitude layers. The altitude of the middle layer is restricted to a few km, due to aerodynamic
considerations [104]. Unlike HAPSs, which follow circular trajectories, rotary-wing UAVs
possess the capability to hover in a semi-fixed position. The middle layer comprises UAVs,
each of which serve several ground base stations. In addition, low-altitude UAVs are
deployed to serve specific links in case of blockages.
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Figure 11. Single-layer aerial backhaul in rural areas (adopted from [103]).

FSO 

Gateway

ℎLℎMℎH

High-Layer

Middle-Layer

Low-Layer

Figure 12. Multi-layer aerial backhaul in urban areas (adopted from [103]).

3.2. Physical Layer Design

FSO systems can either use IM/DD or Coherent Modulation/Coherent Demodulation
(CM/CD) [97]. IM/DD utilizes the intensity (amplitude) of the optical carrier signal to
represent information. In particular, IM techniques, such as On-Off Keying (OOK), Unipolar
Pulse Amplitude Modulation (U-PAM), and Pulse Position Modulation (PPM), are used to
encode information into the amplitude or intensity of the optical signal. On the transmitter
side, Laser Diodes (LDs) or Light Emitting Diodes (LEDs) are used as the light source for
generating the optical signal. The receiver includes a photodetector, such as a Positive-
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Intrinsic-Negative (PIN) diode or Avalanche Photodiode (APD), that converts the received
optical signal into an electrical signal (See Figure 13a). The electrical signal then undergoes
amplification, filtering, and other signal-processing techniques. A decision circuit in
IM/DD usually applies a threshold to determine the intensity level of the received data.
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Figure 13. Block diagrams for (a) IM/DD and (b) CM/CD.

As opposed to IM/DD, coherent communication encodes information using both
the amplitude and phase of the optical carrier. As illustrated in Figure 13b, a typical
digital coherent optical receiver is composed of two subsystems. The receiver front-end
consists of an optical front-end, a Transimpedance Amplifier (TIA), and an Analog-to-
Digital Converter (ADC) followed by the Digital Signal Processor (DSP) engine. In the
optical front-end, a monochromatic laser is used as the Local Oscillator (LO) to produce
the reference signal. The received optical signal and LO signal are combined and fed to
the photodetector. The output of the photodetectors includes I and Q components of the
message signals. The output currents are converted to a voltage by the TIAs, and digitized
by a set of ADCs. The resulting signals are sent to the second subsystem consisting of a
chain of DSP algorithms.

Coherent receivers can be implemented in different versions. If the LO frequency
selected is the same as the received signal, this is called homodyne coherent detection.In het-
erodyne coherent detection, the LO frequency is different from that of the received signal.
A second RF down-conversion is required to retrieve the message signal. CM/CD allow the
use of advanced modulation schemes such as Quadrature Amplitude Modulation (QAM)
and Phase Shift Keying (PSK). Additional advantages of CM/CD include an improved re-
ceiver sensitivity and the convenience of using digital signal processing for post processing.

IM/DD have been widely used in both FSO and fiber optic systems, due to their low
cost and ease of implementation. In the 1990s, fiber optic communication systems were
loss limited. Coherent detection was considered as an alternative with a much higher
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sensitivity. However, phase alignment with an optical Phase-Locked Loop (PLL) was a
major problem in practical implementation. At the time, heterodyne coherent receivers
were preferred over their homodyne counterparts because phase alignment could be now
made at lower RF frequencies, where electrical PLL could be used. With the development of
optical amplifiers such as Erbium-Doped Fiber Amplifiers (EDFAs), fiber loss was no longer
an issue. Therefore, coherent detection was abandoned and OOK with direct detection
became the main choice for fiber optics. In the mid-2000s, such simple modulation schemes
faced limitations when data rates reached 40 Gbps. This sparked interest in the use of more
complex modulation techniques such as PSK and QAM, which require coherent detection.
Today, CM/CD have become the de facto standard for high-speed long-haul fiber optic
networks at 100 Gbps and above.

Both IM/DD and CM/CD have been considered in the literature on airborne and
space FSO systems. For example, Alzenad et al. [83] investigated the performance of
several HAPS/UAV-based FSO communication systems in various weather conditions.
In [105], Lee et al. focused on optimizing the trajectory of a fixed-wing UAV-based FSO
system with IM/DD. This optimization task aimed to maximize the operational duration
of FSO-based backhaul networks, while adhering to energy and data rate limitations.
Jung et al. [106] investigated the capacity of UAV-based FSO links. They derived the
PDFs to analyze the ergodic capacity of FSO links with both IM/DD and heterodyne
detection. Ansari et al. [107] considered the use of FSO-based UAV access networks as an
additional means to enhance backhaul link capacity. Lee et al. [108] examined a trajectory
optimization of a low-altitude fixed-wing UAV to maximize the flight duration of an
IM/DD FSO system. Vieira et al., in [109], investigated various aspects of coherent optical
communications for inter-satellite links in LEO satellite constellations. They assessed
different modulation formats and coding schemes for intra- and interorbital connections,
determining the feasibility and Signal-to-Noise Ratio (SNR) margins. Their study found
that high-order modulation formats with high symbol rates can be unfeasible for some
connections. They also examined Doppler shifts for different connection scenarios and
proposed a new method for all-digital Doppler shift compensation, when the traditional
methods are insufficient. Fernandes et al. in [110] addressed challenges in Earth–satellite
and inter-satellite coherent FSO links for LEO constellations, aiming to provide ultra-high
capacity and reliability. They proposed a technique for mitigating the Doppler effect
using Probabilistic Constellation Shaping (PCS) and adapted the system symbol-rate,
while keeping the bit-rate fixed. Their experimental 600 Gbps transmission showed a
significant increase in the range of supported frequency shifts imposed by the Doppler
effect. Additionally, they tackled the reliability problem caused by atmospheric turbulence
in continuous and bursty transmission scenarios, demonstrating that their methodology
increased the supported bit-rate by more than 70 Gbps.

Dabiri et al. [111] investigated pointing errors and considered an extreme situation
where a UAV moves beyond the receiver’s Field-of-View (FoV), leading to a disruption in
the signal. Subsequently, they proposed closed-form expressions for both outage probability
and Bit Error Rate (BER) of IM/DD FSO links over both lognormal and gamma–gamma
atmospheric turbulence channels. Safi et al., in [112], considered a HAPS-based FSO link
and derived outage probability expressions for different turbulence levels, highlighting the
importance of optimizing the transmitter beam and receiver FoV to minimize the outage
probability in varying conditions. Zhang et al. [113] developed an iterative algorithm to
position an aerial base station optimally. This algorithm also handled resource allocation,
with the goal of maximizing the throughput for the access link. The optimization process
was subject to meeting the Quality of Service (QoS) requirements for individual users within
a hotspot region. A similar issue of associating UAVs and access points was explored
by Gu et al. [114]. In their study, Gu et al. addressed the challenge of optimizing the
deployment of Networked Flying Platforms (NFPs), while ensuring balanced traffic loads
and considering the reliability of FSO links and the number of FSO transceivers, assuming
IM/DD. They proposed two algorithms to tackle this issue. The authors conducted
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simulations to assess the algorithms’ performances, focusing on the number of deployed
NFPs and maximum link utilization. Najafi et al. [115] focused on assessing the signal
losses within FSO links between a rotary-wing UAVs in a hovering state and a central
control unit. They conducted a detailed quantification of various losses, aiming to provide
a comprehensive understanding of the challenges and limitations associated with FSO links
when considering the dynamic nature of a hovering rotary-wing UAV. Dabiri et al. [116]
extended this work by considering various factors such as pointing errors, UAV orientation
fluctuations, and atmospheric turbulence. In their subsequent research [117], Dabiri et al.
assessed the performance of FSO links involving UAVs equipped with modulating retro-
reflectors. They derived expressions for the PDF of SNR, outage probability, and BER under
different atmospheric turbulence conditions.

In order to enhance the transmission range and link stability, researchers further
explored the concept of using FSO-based airborne nodes as relays [109,110,118,119]. For ex-
ample, Fawaz et al. [118] explored the concept of utilizing UAVs as moving relays equipped
with buffers to enhance the performance of terrestrial links. Dabiri et al. [119] investigated
a serial relaying scheme employing hovering UAVs as relay nodes in a triple-hop configu-
ration. Their study included an analysis of system performance over varying atmospheric
turbulence channels. In [120], Ajam et al. considered a dual-hop system that combined PLL
access links and FSO backhaul links to connect mobile users with a fixed ground station.
They took into account the stability of hovering UAVs, which influenced the quality of both
FSO and RF connections. In a related investigation [121], Dabiri et al. considered a dual-
hop setup involving a single UAV relay and analyzed end-to-end SNR at the destination.
Recently, a joint parallel-serial multi-hop system was considered in [122]. In particular, the
authors studied airborne parallel multi-hop FSO with IM/DD communication over lognor-
mal fading channels. Utilizing the fact that the channel coefficient acts quasi-statically in
the airborne FSO link due to the UAV’s semi-fixed hovering, the relay selection might rely
on outdated coefficients from the previous node. They first derived a statistical model for
the outdated lognormal channel. Then, in order to maintain the end-to-end BER within
acceptable limits, they identified suitable pre-amplification factors for each hop. These
factors ensured that, despite outdated channel conditions, the received power remained
above a specified threshold.

Several works have explored relay-assisted FSO links in the context of satellite com-
munications. For example, Swaminathan et al. [123] investigated establishing ground-to-
satellite/satellite-to-ground FSO links. They identified limitations in FSO uplink communi-
cation due to beam-wander, scintillation, and pointing errors, and proposed combining
FSO with RF links, to create more reliable hybrid systems. Their research also explored
the integration of FSO and RF technologies in space-air-ground networks using UAVs as
relay stations, ultimately demonstrating that hybrid FSO/RF systems can outperform FSO
alone in uplink scenarios. Li et al. [124] analyzed the outage probability, average BER,
and average transmission rate of a dual-hop link between deep space and terrestrial in a
weather-dependent satellite-terrestrial network with a rate adaptation hybrid RF/FSO link.
Gueye et al., in [125], investigated the performance of cooperative transmission systems in
FSO communication. Their study focused on dual-hop systems, combining RF and FSO
transmission. They used decode and forward relay with error-correcting codes, includ-
ing quasicyclic-Low-Density Parity Check (LDPC) codes for FSO links, and the Additive
White Gaussian Noise (AWGN) model for RF links. The article also introduced a mixed
RF/FSO relay using quasicyclic-LDPC and space-coupled LDPC codes, emphasizing their
importance in cooperative optical and hybrid RF/FSO transmission. The results indicated
enhanced reliability and transmission in cooperative RF/FSO systems using these codes
compared to the existing approaches. Additionally, [126] addressed the design of hybrid
RF/FSO systems for HAPS-aided relay satellite communication. They investigated rate
adaptation and switching between FSO and RF links. Their study highlighted the benefits
of buffering for compensation of the random fluctuations caused by UAV instability.
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Furthermore, the application of a MIMO system was examined within the realm of
airborne-based FSO systems. In particular, Khallaf et al. [127] presented an extensive
channel model encompassing hovering UAVs, which established connections via FSO links.
This model factored in various elements such as weather conditions, UAV mobility, and at-
mospheric turbulence. Kim and Han in [128] introduced a statistical misalignment model
and power-efficient transceiver configurations for bi-directional MIMO vertical FSO links.
They addressed the challenges of atmospheric fading and pointing errors in MIMO FSO
systems with multiple channels. The proposed approach employs a symmetric transceiver
structure to enhance transmission performance, particularly for NTNs. This technique
offers a solution for designing power-efficient FSO systems for NTNs by mitigating point-
ing errors and optimizing transmission performance. Kapsis et al., in [129], proposed a
novel power allocation methodology for optical satellite communication using MIMO FSO
technology. They considered a geostationary satellite with multiple transmitters and an
optical ground station with multiple receiving terminals. Their methodology addressed
atmospheric turbulence effects, optimizing the network capacity under power constraints.

3.3. Self-Sustainability

A major design criterion in airborne backhauling is the capability for self-sustainable
operation, to enable extended operation periods. Airborne nodes, such as UAVs and HAPSs,
often face challenges in terms of a limited energy supply. To address this, solar energy
harvesting is commonly used [130–134]. By harvesting energy, airborne nodes can reduce
their reliance on traditional power sources, such as batteries or fuel cells with limitations in
capacity and weight. Solar power offers a sustainable and continuously available energy
supply (during the daytime), making it an attractive option for extending the operational
lifespan and capabilities of UAVs and HAPSs. Photovoltaic (PV) cells are installed on
UAVs and HAPSs, to convert sunlight into electrical energy. At high altitudes above the
troposphere, solar light can directly reach the HAPSs without atmospheric attenuation.
This is because the transmittance above the troposphere is almost unity. This unobstructed
access to sunlight allows PV cells to generate more efficient and consistent energy.

Integrating solar cells into the structure of UAVs and HAPSs involves careful design
considerations [133,134]. For example, the PV cells can be placed on the wide-span wings
of light-weight HAPS, maximizing the surface area available for solar energy harvesting.
To further optimize energy efficiency, advanced techniques, such as Maximum Power Point
Tracking (MPPT) can be deployed. MPPT algorithms ensure that the PV cells operate at
their maximum power output, adapting to varying solar conditions and increasing the
energy harvesting efficiency.

Another energy harvesting method is laser power beaming as depicted in Figure 14,
which uses a dedicated laser source for wireless power transfer [135,136]. A high-power
long-distance laser is used for energizing the airborne nodes, eliminating the need for these
nodes to return to a charging station for recharging. The laser source can be positioned on
the ground or on an LEO satellite that captures solar energy. Alternatively, they could be
mounted on another HAPS or balloon.

In the literature, various studies have explored energy harvesting for airborne nodes
and energy-efficient communications. For example, Javed et al., in [137], considered energy
harvesting for stratospheric HAPS, to support long-endurance mobile wireless commu-
nication services. They utilized PV cells to harvest solar energy during the day, ensuring
self-sufficiency for propulsion and communication. They also proposed energy-efficient
flight trajectories and power allocation, to optimize energy usage for communication and
aerodynamics, emphasizing the importance of joint design for resource allocation. In [138],
Gong et al. considered a three-layer heterogeneous network model integrating space-air-
ground resources for optimization of the sum-rate of Internet of Things (IoT) devices in
6G networks. They developed an algorithm for task scheduling, resource optimization,
yielding improved energy efficiency and sum-rate compared to existing methods. Xu et al.,
in [139], examined a scenario where an airborne energy transmitter broadcasts wireless
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power to recharge two Machine-Type Devices (MTDs). Later on, this work was expanded
by the same authors, in [140], to involve multiple MTDs. Yang et al. [141] studied a
UAV-based wireless system with energy harvesting, focusing on energy-efficient communi-
cation and path planning. They addressed the problem through trajectory optimization
using dual methods and successive convex approximation. Optimal data transmission
parameters were derived, and efficient solutions for energy minimization were provided
and validated through simulations. Xie et al. [142] considered a scenario where an UAV
charges ground users using RF wireless power transfer, enabling uplink data transmission
with harvested energy. They optimized the UAV trajectory and wireless resources, to
enhance user throughput during the UAV’s flight duration. Strategies included optimal
hovering for an unconstrained scenario and a combined hover-and-fly approach using
convex programming for constraints.

Figure 14. Laser power beaming for airborne nodes.
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Xie et al. [143] optimized UAV routes for energy-efficient data transfer, charging
IoT devices and maximizing throughput under mission constraints. The study compared
cooperation strategies, and presented optimal solutions for longer missions and practical
approaches for shorter ones. Tang et al. [144] addressed joint UAV trajectory planning
and time resource allocation for maximum throughput in a multi-UAV wireless powered
communication network. UAVs functioned as base stations to broadcast energy for IoT
device charging, while devices transmitted data using harvested energy. They employed
a multi-agent Deep Q-Learning (DQL) approach to optimize complex parameters like
UAV paths, channel assignments, flight speeds, and transmission powers. The simulation
results indicated significant performance gains in minimum throughput compared to the
traditional strategies.

Simultaneous Wireless Information and Power Transfer (SWIPT) was further explored
in the context of airborne nodes [145–147]. In this approach, the UAV transmits both
information and energy to ground-based receivers. The optimization process involves
jointly optimizing the transmission power, UAV flight trajectory, and the power splitting
ratios used by the receivers. The work in [145] focused on maximizing the harvested energy
across users, while considering the constraints on their achievable data rates. UAV-enabled
SWIPT was further explored in [147], particularly in relation to its applicability in IoT
scenarios, specifically for emergency communication purposes.

4. Challenges and the Road Ahead

FSO has emerged as a key enabler for wireless connectivity in the future NTNs. In the
previous sections, we have provided a comprehensive discussion on backhauling system
architecture, physical layer techniques, and self-sustainability. There has been a growing
literature on airborne FSO systems, exploring advanced concepts for improved performance
and extended transmission ranges. In the following, we provide a summary of current
challenges and possible solutions.

4.1. RIS for FSO-Based NTN

Reconfigurable Intelligent Surface (RIS), also known as Intelligent Reflecting Surface
(IRS), involves the use of specially engineered materials, surfaces, or structures that can
modify the characteristics of electromagnetic waves incident upon them. The primary
goal of an RIS is to enhance the performance and efficiency of wireless communication
systems by intelligently controlling the propagation of electromagnetic waves. In a wireless
communication system, signals are transmitted from a source to a destination through the
surrounding environment (i.e., a channel). This channel includes various objects, obstacles,
and surfaces that the signals interact with. RIS technology adds an additional layer to this
environment, consisting of surfaces embedded with a large number of individual elements
or units that can adjust the phase, amplitude, and direction of incoming electromagnetic
waves. By carefully adjusting the properties of these reconfigurable surfaces, it becomes
possible to manipulate the effect of the channel on the wireless signals and improve the
received signal [148,149]. Additionally, RISs can be particularly useful in circumventing
LoS restrictions, such as cloud blockage. For example, when positioned on the ground,
an RIS could effectively redirect the FSO link between two airborne nodes that cannot see
each other, facilitating communication despite an obstructed path.

IRSs were first explored in the context of radio communication, see e.g., comprehen-
sive surveys in [150,151]. They were later applied to optical communication [152–159].
RF and optical-based RIS differ significantly in terms of their materials, operating range,
and structural design. RF-based RISs typically employ conductive and dielectric materials,
operating within the radio frequency spectrum, and focus on elements like antennas and
metamaterials for radio wave manipulation. Conversely, optical RISs utilize materials
specialized for controlling light transmission, such as nanostructures and photonic crystals,
within the visible, infrared, or ultraviolet spectrum. Understanding these distinctions is cru-
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cial when designing an RIS tailored to specific signal types, ensuring efficient manipulation
and control of either radio or optical waves.

In addition to the initial works that focused on indoor and terrestrial IRSs-based
wireless systems [160–166], the benefits of IRSs were further explored in the context of
airborne applications [167–177]. For example, Malik et al. [173] considered UAVs integrated
with IRS to facilitate a hybrid RF/FSO link. They investigated various challenges, including
phase shift errors caused by IRS reflecting elements, atmospheric turbulence, and pointing
errors arising from fluctuations in an UAV-mounted IRS’s position and orientation. They
derived closed-form expressions for the average symbol error rate and spectral efficiency,
considering the combined impact of these factors. In the study by Nguyen et al. [174],
the authors considered a satellite–aerial–ground integrated network. To mitigate cloud
blockages and maintain a high-speed FSO connection from the HAPS to the ground station,
they deployed an UAV equipped with a RIS mirror array to reflect signals from the HAPS.
Saxena et al. [175] employed an UAV as a relay and integrated an IRS to enhance coverage.
They investigated the impact of jamming from a malicious UAV on the performance of
a FSO communication system. Wang et al. [176] investigated the secrecy performance
of a multi-user communication system involving HAPS and UAV. They employed a
RIS to assist in optimizing the communication links. The numerical results confirmed
the effectiveness of their proposed design in achieving superior secrecy performance
compared to the existing benchmarks. Wang et al. [177] considered a communication
network involving non-terrestrial vehicles, specifically satellites, UAVs, and a RISs. They
enhanced communication between the satellite and terrestrial sources using an UAV as
a relay. The RIS was employed in the RF channel to reflect terrestrial user signals to the
relay with a fixed amplification gain, while FSO technology was employed for high-speed
relay–satellite connections.

4.2. SDM/OAM for FSO-Based NTN

Spatial Division Multiplexing (SDM) and Orbital Angular Momentum (OAM) are ad-
vanced techniques in optical communication, to enhance data transmission capacity [178–185].
SDM encompasses various methods used to transmit multiple data streams simultaneously
using separate spatial paths or modes. One specific case within SDM is Mode-Division
Multiplexing (MDM), where orthogonal spatial modes like OAM are employed to carry
independent data channels, ensuring efficient multiplexing with low inter-modal crosstalk.

SDM has applications in optical fibers, including multicore and multimode fibers [179–181].
Furthermore, several research works have been conducted on the application of SDM and
OAM to terrestrial FSO links. For example, one study by Wei et al. [186] demonstrated the
use of a Fabry-Pérot cavity to implement the OAM mode in FSO links. The researchers
showed that, even with a high blocking percentage, the proposed method could effectively
mitigate disturbances and improve the performance of OAM-based FSO links. Another
study by Yin et al. [187] focused on the experimental study of atmospheric turbulence de-
tection using an OAM beam. The researchers used a Convolutional Neural Network (CNN)
to detect the strength of atmospheric turbulence and proposed techniques to mitigate its
effects on OAM-based FSO systems. The study highlighted the importance of accurately
detecting turbulence strength, to guide the selection of appropriate mitigation techniques
and modulation formats. Amhoud et al. [188] proposed a unified statistical model for
atmospheric turbulence-induced fading in OAM multiplexed FSO systems. They used
the generalized gamma distribution to model the propagation of OAM modes through
atmospheric turbulent FSO channels and derived closed-form expressions for various per-
formance metrics. Cui et al. [189] focused on relay-assisted transmission in SDM wireless
optical communication systems. They developed a dual-hop SDM FSO communication
model and demonstrated that the BER of the dual-hop SDM system with a few-mode
EDFA-based relay outperformed the single-hop SDM system. Anguita et al. conducted
simulations in [190] to examine the practicality of utilizing OAM-multiplexing in a FSO
link, while considering atmospheric turbulence. In [191], Ren et al. demonstrated the
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simultaneous correction of pre- and post-turbulence effects in a two-way FSO connec-
tion using Adaptive Optics (AO) technology. Li et al., as described in [192], assessed the
data transmission capabilities of OAM-based FSO links when dealing with severe atmo-
spheric turbulence conditions, with the aid of AO for wavefront phase distortion correction.
In [193], Xie et al. investigated the power loss and signal interference in an FSO link with a
constant lateral displacement between the transmitter and receiver. This fixed displacement
implies that both the transmitter and receiver are situated within a stable infrastructure,
such as buildings, and that these structures do not experience independent oscillations
or swaying.

In addition to terrestrial links, the use of OAM for FSO communication in the context
of NTNs has received attention [194–196]. For example, Li et al. [194] conducted experi-
ments to investigate the utilization of OAM-multiplexing to enhance the data transmission
capacity in FSO communication for mobile platforms, such as UAVs. They successfully
established an OAM-multiplexed FSO link between a ground station and a moving UAV,
achieving a total data transmission capacity of 80 Gbps over a 100-meter roundtrip link us-
ing 2 OAM beams, each carrying a 40 Gbps Quadrature-Phase-Shift-Keying (QPSK) signal.
Wang et al., in [196], explored the application of OAM in FSO communications, discussing
OAM modulation, multiplexing, multicasting, and overcoming turbulence. They also high-
lighted using structured light beyond OAM, envisioning wider applications and potential
challenges, including OAM’s potential use in satellite-to-ground and satellite-to-satellite
communication links.

4.3. Handover Techniques in FSO-Based NTN

Achieving a seamless handover in FSO-based NTN requires addressing several critical
factors. Ensuring precise alignment between transmitters and receivers is crucial in FSO
connections [97] [Section 11.2.2], especially when dealing with airborne nodes, such as
HAPSs and UAVs. For instance, it is discussed in [103] that determining the number of
laser sources per airborne node should not solely rely on the number of ground-based
stations served by the node, but should also consider handover requirements. Furthermore,
the same study elaborated that the precise positioning of the airborne node in relation
to the ground base station is critical. Continuous tracking mechanisms play a pivotal
role in maintaining this alignment [67]. Additionally, network redundancy, involving the
provision of multiple backup links, can ensure uninterrupted connectivity, particularly in
challenging weather conditions. In the context of seamless handover, continuous moni-
toring of signal strength and link quality is vital. A handover process should be initiated
when the signal strength falls below an acceptable threshold or when the link’s quality
drops below acceptable levels. This proactive approach ensures uninterrupted connectivity
by searching for a stronger signal or an improved link quality, provided an alternative link
is available.

The availability of FSO links for seamless handover depends on careful network
planning, deployment, and coordination with the movement of HAPSs and UAVs. Utilizing
optimization algorithms, predictive models, and network management tools can maximize
the availability of FSO links for handover scenarios. In certain situations, indirect links
may become necessary, especially when adverse weather conditions, like thick fog, obstruct
direct connections between HAPSs and ground stations, gateways, or lower-altitude UAVs.
Strategies for ensuring indirect links, e.g., multi-hop relaying or RIS-assisted transmission,
should be considered, to maintain seamless communication.

In addition to network considerations, security measures such as robust encryption
and authentication should be implemented to protect data during handovers [197]. Low
latency and seamless integration with other communication systems, such as terrestrial
networks or satellite links, are other crucial aspects to consider. The integration of handover
mechanisms into the network infrastructure is essential to ensure the timely initiation of
the handover process. These mechanisms often involve the deployment of specialized hard-
ware and software components that facilitate real-time monitoring and decision-making.
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Intelligent algorithms assess the quality of the available links, predict future conditions,
and trigger handovers when necessary. These mechanisms are typically integrated into the
broader network architecture, allowing for seamless communication handover as users
move between nodes.

Practical implementation of handover mechanisms may also involve the use of pre-
dictive models and Artificial Intelligence (AI) to anticipate user movements and network
conditions, enabling proactive handover decisions. The integration of these mechanisms
into network management tools streamlines the process and ensures that handovers are ini-
tiated promptly, to maintain uninterrupted connectivity. There may still be cases of dropped
connections or significant disruptions during the handover process. These disruptions can
be caused by various factors, including sudden changes in weather conditions, unexpected
interference, or hardware failures. To address such issues, hybrid RF/FSO systems can be
considered, so that a lower speed RF link can be used in case a higher speed FSO link is
temporary not available. Additionally, redundancy in the network infrastructure and rapid
reconfiguration capabilities can help mitigate disruptions and minimize their impact on
user experience.

4.4. Scalability

To provide wide coverage, the deployment of multiple HAPSs and multiple UAVs
in NTNs is necessary [103]. However, as the number of HAPS platforms grows, manag-
ing and coordinating them becomes increasingly complex. Ensuring seamless handovers
between platforms and maintaining overall system reliability become difficult tasks, par-
ticularly given the dynamic nature of these platforms in the stratosphere. Additionally,
aligning optical beams from multiple moving HAPS platforms with ground-based receivers
becomes increasingly challenging, due to fluctuating atmospheric conditions and other
environmental factors, necessitating continuous beam adjustments. These complexities of
beam alignment can lead to potential errors and a deterioration in system performance,
which becomes more pronounced as the network is scaled up.

Achieving scalability in HAPS-based FSO communication systems also necessitates
the development of robust network management and control mechanisms specific to
the unique challenges posed by HAPS. These include efficient resource allocation and
routing algorithms, congestion control, fault tolerance, and traffic management across
numerous HAPS platforms. Energy efficiency remains a vital concern, requiring a balance
between power requirements and endurance. Ensuring data protection and interference
management is crucial for network security as the HAPS network is scaled up. Addition-
ally, as more HAPS platforms are deployed, regulatory considerations specific to HAPS
operations become important, demanding adherence to aviation and airspace regulations.

UAVs that operate at lower altitudes (up to a few kilometers above the Earth’s sur-
face) serve as vital components of NTNs. As the number of these UAVs increases to meet
increasing demand, scalability concerns emerge. Managing a network of UAVs involves
addressing issues such as efficient deployment, route planning, and maintaining stable and
interference-free connections. These challenges differ from those of HAPS, due to the closer
proximity to the ground, which introduces additional environmental and operational con-
siderations.

Cost is another key factor that needs to be taken into account. The costs involved
are multifaceted and encompass various aspects, including the acquisition of HAPSs,
optical communication equipment, ground station infrastructure, and ongoing maintenance
expenses. Additionally, factors such as spectrum licensing fees and regulatory compliance
costs can influence the overall financial outlook if optical signal licensing is required in the
future. As UAV deployment increases alongside HAPS, it is imperative to consider the cost
implications of integrating both types of platform into the NTN architecture. Balancing
cost-effectiveness with performance and scalability will remain a central challenge in the
development of NTNs.
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4.5. Positioning and Localization

Positioning and localization are critical for any FSO communication system, to ensure
accurate alignment and the establishment of a reliable link [67]. For NTNs, this is even
more essential, due to the non-stationary position of airborne nodes [122]. To address
the positioning challenges faced by UAVs, a combination of Global Navigation Satellite
Systems (GNSS), Inertial Navigation System (INS), and ground-based reference stations
can be employed. However, factors like urban canyons and electromagnetic interference in
urban environments can affect the reliability of GNSS.

Precise positioning and localization are fundamental prerequisites for ensuring reliable
communication. Challenges such as signal blockage due to terrain, buildings, or clouds,
and the need to track the movements of non-stationary UAVs/HAPSs underscore the
importance of real-time positioning solutions. Integrating GNSS technology with INS
can offer redundancy and improved accuracy, ensuring uninterrupted communication
in scenarios where GNSS signals may be temporarily unavailable. However, several
challenges and limitations exist. One major concern is GNSS signal availability, which
can be disrupted due to various factors, such as signal jamming, atmospheric conditions,
or satellite failures. In scenarios where GNSS signals are temporarily unavailable, relying
solely on INS may lead to a gradual degradation of accuracy over time, due to inertial sensor
errors accumulating. To address this, alternative positioning systems like terrain-based
navigation or celestial navigation can be considered as backups.

Terrain-based navigation relies on topographical features for localization, but it may
not be suitable for all environments. Celestial navigation, using stars or celestial bodies,
can provide absolute positioning but requires clear skies. Therefore, while GNSS and INS
integration enhances accuracy, ensuring robustness in the face of GNSS signal disruptions
remains a significant challenge for FSO-based NTNs, necessitating the development of
reliable backup systems. These backup systems become crucial for maintaining navigation
accuracy and network reliability, especially when GNSS signals are temporarily unavailable
due to unforeseen circumstances or deliberate interference.

4.6. AI/ML Techniques for FSO-Based NTNs

Artificial Intelligence/Machine Learning (AI/ML) techniques have gained significant
attention in the context of designing wireless communication systems, as evidenced by
recent research studies [198–201]. Similarly, they hold great promise for the optimal design
of FSO-based NTNs. In the following, we list some of the open research problems that
could benefit from the use of AI/ML techniques.

• Real-time Adaptive Transmission: One notable application of AI/ML in this do-
main is the real-time optimization of airborne FSO link parameters. By continuously
monitoring atmospheric conditions and system performance, AI/ML models could dy-
namically adjust key parameters like transmit power, modulation schemes, and beam
steering angles, to maximize link quality. This adaptive optimization ensures efficient
data transmission, even in challenging environments, such as those characterized
by strong turbulence or fluctuating weather conditions. Furthermore, AI/ML algo-
rithms could play an important role in optimizing path and trajectory planning within
FSO-based NTNs. These optimization tasks must consider real-time factors such as
link quality, terrain characteristics, weather conditions, and energy harvesting and
consumption considerations. In fact, the application of AI/ML in FSO communication
systems holds significant promise for improving various aspects of performance;

• Pointing Errors: Pointing errors in NTN communication systems can result from the
dynamic movement of UAVs and HAPSs, leading to misalignment of communication
beams. These errors can significantly degrade link performance, causing signal loss
and interference. To address this challenge, adaptive tracking mechanisms, combined
with AI/ML algorithms, can be employed. AI/ML can continuously analyze sensor
data, predict movement patterns, and make real-time adjustments to the beam di-
rection. Advanced sensors, such as Global Positioning System (GPS)-/GNSS-based
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tracking and inertial navigation systems, enhance the accuracy of AI-driven pointing
error mitigation strategies;

• Atmospheric Turbulence and Other Disturbances: Atmospheric turbulence leads to
fluctuations in the refractive index of the atmosphere, resulting in beam wander and
beam broadening effects. To mitigate the impact of atmospheric turbulence, AI/ML-
powered AOs techniques can be potentially used. These techniques involve the use
of deformable mirrors and wavefront sensors, guided by AI/ML algorithms, to dy-
namically correct phase distortions introduced by atmospheric turbulence. AI/ML
can analyze turbulence patterns, adjust optical elements, and optimize beam quality
in real time, ensuring a stable communication link, even under turbulent conditions.
To combat scintillation index effects, AI/ML can be applied to analyze historical data
on scintillation index patterns, allowing for predictive scintillation index mitigation
strategies. Apart from turbulence, atmospheric disturbances like cloud, rain, and snow
can challenge NTN communication. AI/ML can assist in managing these disturbances,
by analyzing weather data and predicting atmospheric conditions. AI/ML models
can provide advanced weather forecasting, enabling dynamic routing algorithms to
make proactive decisions about traffic rerouting during adverse weather conditions.
In vertical/slant FSO links between HAPSs and lower-altitude UAVs or ground base
stations, cloud effects can disrupt communication. AI/ML algorithms can incorporate
real-time data on cloud distribution and wind direction to predict when clouds might
obstruct these vertical/slant FSO links. Additionally, in horizontal FSO links where
communication between low-altitude UAVs is susceptible to blockages by high build-
ings, advanced routing algorithms, and obstacle-aware protocols could be employed
to optimize data transmission paths and mitigate potential disruptions caused by
urban environments;

• Trajectory Planning: AI/ML algorithms can be used for trajectory planning within
FSO-based NTNs. When determining the optimal path/trajectory, these models prior-
itize key factors such as real-time link quality, terrain characteristics, weather condi-
tions, energy considerations, scalability, energy efficiency, and positioning/localization
issues. By integrating sensor data and historical information, these models make intelli-
gent decisions based on these factors, ensuring efficient and reliable data transmission.
For instance, they can monitor signal quality at different locations within the network
and use historical data to predict future link quality. Additionally, they can analyze
topographical and geographical data to identify potential obstructions or reflective
surfaces affecting the FSO link;

• Energy Efficiency: AI/ML models can factor in real-time data on energy generation,
such as from solar panels on UAVs, and monitor energy consumption patterns based
on network load. By considering these factors, AI/ML models can dynamically adjust
the path and trajectory of UAVs to optimize energy harvesting and minimize energy
expenditure. Additionally, energy harvesting can, not only be derived from the sun,
but also from dedicated laser sources on the ground that can power low-altitude UAVs.
For instance, balloons in the stratospheric layer can harvest solar power and then
utilize dedicated laser sources to power fixed-wing HAPS. AI/ML technologies may
facilitate the seamless integration of these energy sources into the network;

• RIS for FSO-based NTN: RIS can significantly enhance the performance of FSO-based
NTN networks. AI/ML techniques can be employed to optimize the deployment
and configuration of RIS elements within a network. These models can analyze real-
time FSO link conditions, including signal quality and interference, and dynamically
adjust the RIS elements’ phase shifts and placements, to improve link reliability and
throughput. They could also help in adjusting the beam directions based on the new
locations of airborne nodes;

• SDM/OAM for FSO-based NTN: AI/ML models could play a crucial role in optimiz-
ing the use of SDM and OAM by dynamically selecting appropriate spatial modes
and OAM states based on real-time channel conditions and traffic demands. These



Photonics 2023, 10, 1210 36 of 45

techniques can adapt to changing link quality and interference scenarios, ensuring
efficient and reliable data transmission in FSO-based NTN networks;

• Handover: AI/ML algorithms can facilitate seamless handover by continuously mon-
itoring the position and movement of nodes, predicting the optimal time for handover,
and selecting the best available FSO link or network segment, for uninterrupted
communication. These techniques could enhance a network’s ability to maintain
connectivity, ensuring a seamless user experience in dynamic NTN environments.

• Scalability: AI/ML techniques can leverage real-time data analysis to dynamically
adjust network size and configuration based on evolving demands and changing
environmental conditions. By continuously monitoring and predicting network traffic
patterns, AI/ML could ensure the efficient allocation of resources and enhance a
network’s ability to accommodate varying levels of traffic. This adaptability and
resource efficiency are critical for ensuring the scalability and long-term sustainability
of FSO-based NTNs in the face of dynamic operational requirements and growth;

• Positioning and Localization Issues: AI/ML could assist in addressing these chal-
lenges by utilizing advanced positioning technologies like GNSS and combining
them with AI-driven optimal placement of nodes. Through the integration of AI/ML,
the system could continuously learn from real-time data, leading to enhanced accuracy
and robustness in tracking and pinpointing the exact location of objects in various
challenging environments, such as urban canyons or indoor settings.

AI/ML techniques hold great promise for the efficient design of FSO-based NTNs.
Comprehensive future research efforts are needed to address all of the above points and
provide empirical evidence, simulation results, and case studies demonstrating the practical
benefits and efficiency gains that AI/ML could bring in real-world scenarios.
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ADC Analog-to-Digital Converter
AI Artificial Intelligence
AI/ML Artificial Intelligence/Machine Learning
AO Adaptive Optics
APD Avalanche Photodiode
AWGN Additive White Gaussian Noise
BER Bit Error Rate
CM/CD Coherent Modulation/Coherent Demodulation
CNN Convolutional Neural Network
Comsat Communications Satellite Corporation
COW Cell on Wings
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DGG Double Generalized Gamma
DQL Deep Q-Learning
DSP Digital Signal Processor
EDFA Erbium-Doped Fiber Amplifier
Eutelsat European Telecommunications Satellite Organization
FOLODE First-Order Linear Ordinary Differential Equation
FoV Field-of-View
FSO Free-Space Optical
GEO Geostationary Orbit
GNSS Global Navigation Satellite Systems
GPS Global Positioning System
HALE High Altitude Long Endurance
HALE-UAS High Altitude Long Endurance Unmanned Aerial System
HAPS High-Altitude Platform Station
i.i.d Independent and Identical Distributed
IM/DD Intensity Modulation/Direct Detection
INMARSAT International Maritime Satellite Organization
INS Inertial Navigation System
Intelsat International Telecommunications Satellite Organization
IoT Internet of Things
IRS Intelligent Reflecting Surface
KARI Korea Aerospace Research Institute
LD Laser Diode
LDPC Low-Density Parity Check
LED Light Emitting Diode
LEO Low Earth Orbit
LO Local Oscillator
LoS Line of Sight
LTE Long-Term Evolution
MDM Mode-Division Multiplexing
MEO Medium Earth Orbit
MIMO Multiple-Input Multiple-Output
MMW Millimeter Wave
MPPT Maximum Power Point Tracking
MTD Machine-Type Device
NFP Networked Flying Platform
NTN Non-Terrestrial Network
OAM Orbital Angular Momentum
OOK On-Off Keying
PAT Pointing Acquisition-Tracking
PCS Probabilistic Constellation Shaping
PDF Probability Density Function
PHASA Persistent High Altitude Solar Aircraft
PIN Positive-Intrinsic-Negative
PLL Phase-Locked Loop
PPM Pulse Position Modulation
PSK Phase Shift Keying
PV Photovoltaic
QAM Quadrature Amplitude Modulation
QoS Quality of Service
QPSK Quadrature-Phase-Shift-Keying
RF Radio Frequency
RIS Reconfigurable Intelligent Surface
RLN Rician–Lognormal
SDM Spatial Division Multiplexing
SES Société Européenne des Satellites
SNR Signal-to-Noise Ratio
SWIPT Simultaneous Wireless Information and Power Transfer
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Telesat Canadian Telecommunications Satellite
THz Terahertz
TIA Transimpedance Amplifier
UAV Unmanned Aerial Vehicle
U-PAM Unipolar Pulse Amplitude Modulation
WRC World Radiocommunication Conference
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